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We investigate the origin of long-range spatial correlations in certain anisotropic translation-invariant stationary nonequilibrium states of systems with conservative dynamics. We consider both lattice-gas models with anisotropic but reflection-invariant stochastic dynamics and driven diffusive systems described by a Ginzburg-Landau equation with an electric field $E$. Carrying out perturbation expansions about an equilibrium state with short-range correlations we find that, in general, the spatial correlations in the stationary state decay only via a power law; the spatial decay thus reflects the well-known diffusive decay in time for systems with conservative dynamics. The typical spatial decay of the pair correlation behaves like the electrostatic potential produced by a quadrupole charge density at the origin. Exponential decay of spatial correlations, so familiar from equilibrium, appears here as the exception; it occurs generically only when there are special constraints on the dynamics, such as detailed balance and possibly spatial symmetry. The paradigm for this generic long-range behavior or self-organized criticality is found in the solutions of the linear Langevin equation describing the behavior of fluctuations of a conserved macroscopic variable. The fluctuating hydrodynamics underlying such a description is justified here rigorously for the macroscopic scaling limit of certain lattice-gas models.

I. INTRODUCTION

It is well known that in equilibrium systems described by Gibbs measures, with an interaction energy $H$ that is exponentially (or more rapidly) decaying with distance, the spatial correlations at high temperatures and/or low densities also decay exponentially. This is, in fact, expected to be the typical equilibrium behavior for pure phases at all temperatures and densities. Important exceptions are systems at critical points in their parameter space and special models, such as the massless harmonic crystal, where long-range correlations are caused by the presence of a continuous symmetry. These cases are, however, clearly non-“generic” in the class of equilibrium systems.

The situation appears to be quite different for nonequilibrium systems where long-range correlations seem to be the rule, giving rise to what Bak et al. call self-organized criticality (SOC). In this paper we study the origin of such long-range correlations in translation-invariant stationary non-equilibrium systems. To do that we need to say something about the dynamics with respect to which the measure is stationary.

For closed physical systems there is a natural dynamics associated with an interaction $H$, and a chief characteristic of the Gibbs measure $\nu_H$ (when extended also to the momentum variables) is that it is stationary with respect to the time evolution induced by this dynamics. It is, in fact, expected to be the only such stationary measure for isolated macroscopic systems with realistic interactions in the infinite volume (thermodynamic) limit. To obtain such systems in a stationary nonequilibrium, i.e., non-Gibbsian, state, they must be coupled to “external” sources and sinks that maintain steady-state fluxes through them. While such “open systems” have been extensively studied from various points of view, their microstructure, even when they are far away from any (obvious) critical points, is still an open problem; hence our interest in the study of model lattice systems with simpler dynamics.

Historically, lattice systems, such as the Ising model, were introduced to model equilibrium behavior of real systems. They were therefore described by Gibbs measures $\nu_H$, with suitable energy $H$, and their states were referred to as equilibrium states even though there is no natural dynamics associated with this $H$. There are, on the other hand, many artificial stochastic dynamics for these lattice systems for which the Gibbs measure $\nu_H$ is stationary, Glauber spin-flip and Kawasaki exchange dynamics satisfying detailed balance with respect to $\nu_H$ being the best known examples. Now while these dynamics can be quite artificial (they were invented just to get $\nu_H$ as the stationary measure), there are good reasons to believe that with appropriately chosen dynamics, these lattice systems can also correctly model the nonequilibrium behavior of corresponding physical systems. In particular, we expect these models to correctly represent the long-distance behavior of correlations in real systems with appropriate external reservoirs designed to maintain such...
nonequilibrium stationary states. We wish to exploit this and use the richness of stochastic models to study the behavior of correlations in lattice systems described by measures $\nu$ which are stationary with respect to appropriate local-conservative dynamics, e.g., Kawasaki-type exchanges, whose rates depend only on neighboring sites, but which apparently are not Gibbsian for any interaction $H$. In addition to lattice gases, we shall also consider continuum models with a conserved scalar-order parameter evolving according to the Ginzburg-Landau equations (model $B$ of Ref. 6). Adding an external electric field $E$ to such a system produces a stationary state not described by any Gibbs measure.\textsuperscript{8}

The present investigation originated in the observation made in Ref. 1, using computer simulations on a driven diffusive lattice gas on a square and simple cubic lattice. It was found there that the pair correlation $G(r)$ in the stationary state was very anisotropic, and decayed with distance like a power law $|G(r)| \sim r^{-d_2}$, for $d = 2$ and 3. This occurred even at very high “temperatures,” far away from any observed or calculated critical point. In fact, the simulations fitted rather well to the first term in an approximate high-temperature expansion of the pair correlation, which predicted the behavior of $G(r)$ to be like that of a quadrupole field on the lattice. Similar long-range correlations are also implicitly present in the field-theoretic treatment of these driven diffusive systems (DDS) described by the Ginzburg-Landau equations with an external field.\textsuperscript{9,10}

The existence of long-range correlations in nontranslation-invariant stationary nonequilibrium systems, in which macroscopic gradients are maintained by boundary reservoirs, is predicted by fluctuating hydrodynamics (cf. Refs. 11–14 for a review). A rigorous derivation of them, for a lattice-gas system evolving according to a symmetric Kawasaki exchange dynamics at infinite temperature, was given by Spohn.\textsuperscript{15} In this system a stationary density gradient is induced by a chemical potential difference in particle reservoirs attached to sides perpendicular to the $x$ axis a distance $L$ apart. The system was infinite in the other $d - 1$ lattice directions. Spohn found rigorously that for distances $r < L$, the correlations behave as the inverse Laplacian, i.e., they have a power-law behavior $r^{-(d-2)}$, $d > 2$, growing linearly in $d = 1$ and logarithmically in $d = 2$, with a strength proportional to $(S/L)^2$, $S$ is the difference in chemical potential of the two reservoirs.

Fluctuating hydrodynamics is a phenomenological theory which assumes that the system is locally in thermal equilibrium, with a local temperature, density, and velocity field obtained by solving the macroscopic hydrodynamical equations subject to appropriate boundary conditions. Deviations from these local fields are then assumed to be governed by a linear stochastic partial differential equation obtained from a linearization of the hydrodynamical equations to which $\delta$-correlated Gaussian noise sources are added. The strength of these sources is determined by treating the system locally as if it were in global equilibrium (cf. Ref. 16). This prediction of power-law behavior of the pair correlation was recently verified experimentally via light scattering from a fluid whose walls were kept at different temperatures.\textsuperscript{17,18}

The long-range correlations in fluctuating hydrodynamics arise from the spatial nonuniformity of the macroscopic solution of the hydrodynamical equations about which the linearization has been made. This appears to be a different mechanism from that which operates in the spatially uniform driven diffuse systems, studied in Ref. 8, where there is no local equilibrium state. This suggests that the existence of such long-range spatial correlations may be typical for systems whose dynamics satisfy a conservation law. Such systems are known to have power-law decay of temporal correlations even in equilibrium.\textsuperscript{8} This slow decay in time might then be expected to induce similar slow decay in the spatial correlations of the stationary states. In fact, since particles at sites a distance $r$ apart are influenced at time $t$ by the same local fluctuations which happened at time $t \approx r^2$ in the past, and these fluctuations have long time tails typically decaying like $t^{-d/2}$, we would expect to have a $r^{-(d-2)} \sim r^{-d}$ decay of the spatial correlations. The equilibrium state would then be nontypical—there would be some special relation, e.g., detailed balance, which makes these long-range correlations vanish in such systems except at special (critical) values of the parameters. This picture fits well with the general point of view of SOC advanced by Bak et al.\textsuperscript{3}

We investigate this problem here by first considering several microscopic model systems. The essential distinction between the behavior of correlations in systems with conservative and nonconservative dynamics is discussed in Sec. II. Conservative lattice-gas models with reflection invariance and Ginzburg-Landau models with an external field are investigated in Secs. III and IV, respectively. For the first, the presence of anisotropy is found to give power-law decay of correlations in a perturbation expansion. In the latter case we also consider the three-point correlations which show power-law decay also in one dimension. This may, however, be an artifact of the expansion.\textsuperscript{19} In Sec. V we investigate fluctuating hydrodynamics as the paradigm for the large-scale behavior of correlations in macroscopic systems. We are not able to derive this theory for the microscopic models mentioned above except for an anisotropic model on the lattice when the ratio of vertical rates to horizontal rates becomes large. This is done in Sec. VI. Similar results hold for a very nice simple lattice system in which there can be an arbitrary number of particles at each site (zero-range process\textsuperscript{16}), studied by van Beijeren.\textsuperscript{20}

In Sec. VII we consider the role of anisotropy in producing the power-law decay of correlations. It has been argued recently by Grinstein et al.\textsuperscript{21} that some anisotropy is essential for slow decay in systems in which both the “deterministic” and “fluctuating” parts of the dynamics are conservative. Their arguments are based essentially on extending the behavior obtained in Sec. V from fluctuating hydrodynamics to nonlinear systems using renormalization-group ideas, and are consistent, in dimension greater than 1, with the results obtained here. We formulate a precise conjecture about the “genericity” of such behavior in Sec. VII A.

We put all technical details in the Appendixes.
II. MICROSCOPIC MODELS

To understand the role of conservation laws in producing long-range correlations, let us consider first an Ising system with a nonconservative (model-\( A \)-type) Glauber spin-flip dynamics. It is then easy to show that if the flips are "close to independent," both temporal and spatial correlations decay exponentially fast.\(^{22}\) For the "close to independent" condition to hold, it is sufficient but not necessary that the flips satisfy detailed balance with respect to an equilibrium state \( \nu_H \) at high temperatures. The exponential decay is a consequence of there being a gap, when the dynamics is close to independent spin flips, in the spectrum of the generator in the master equation. This property will remain true also when the flip rates are slightly perturbed, i.e., it is true in an open set in the "space" of stochastic dynamics.\(^{23}\)

As an example, we may consider a system in contact with two thermal reservoirs at different temperatures distributed throughout the bulk. This corresponds mathematically to making the generator of the dynamics a linear combination of two generators, each satisfying detailed balance for the same \( H \), but at different temperatures, \( \beta_1^{-1} \) and \( \beta_2^{-1} \). If both \( \beta_1 \) and \( \beta_2 \) are small, then there is still a gap in the spectrum of the time generator of the evolution which implies the existence of a unique stationary translation-invariant measure in which the space-time correlations decay exponentially.\(^{24}\) Thus, on a qualitative level, the violation of detailed balance in a nonconservative dynamics has no effect on the general behavior of the space-time correlations, at least when the "interactions" are weak.

The situation can be quite different when there is no spectral gap, e.g., when the example mentioned above is modified so that both generators are of the Kawasaki type, in which nearest neighbor sites on a lattice exchange their spins at certain rates. Here, even for finite temperature, \( \beta = 0 \), corresponding to exchange rates which are independent of the configuration, there is no gap in the spectrum, as exhibited by the fact that the time correlations only decay with a power law. Thus there is no \textit{a priori} reason for expecting exponential decay of spatial correlations in the stationary state, even when \( \beta_1 \) and \( \beta_2 \) are both small. In fact, we shall argue later that, in this case, there will only be ordinary power-law decay, at least when the rates are anisotropic.

To describe the Kawasaki dynamics more explicitly, let \( \sigma = \{ \sigma(i) \}_{i \in \mathbb{Z}^d} \) be a spin configuration on the \( d \)-dimensional lattice \( \mathbb{Z}^d \), and

\[
c(i,j;\sigma) = c(i,j;\sigma) > 0
\]

be the rate of exchange of the spins at neighboring sites \( i \) and \( j \), \( |i - j| = 1 \). We assume that the \( c(i,j;\sigma) \) depend only on the configuration of spins within a finite range and are translation invariant. The dynamics clearly conserves the magnetization. It satisfies \textit{detailed balance} for the Gibbs state \( \nu_H \) if and only if

\[
c(i,j;\sigma) = c(i,j;\sigma^j) \exp \left\{ -\beta [H(\sigma^j) - H(\sigma)] \right\},
\]

where \( \sigma^j \) is the configuration \( \sigma \) with the spins at sites \( i \) and \( j \) interchanged. This condition can in principle be checked directly from \( c(i,j;\sigma) \) by noting that (2.2) implies that the rates for a sequence of cyclic transitions, \( \sigma \rightarrow \sigma^1 \rightarrow \sigma^2 \rightarrow \ldots \sigma \), must be independent of the direction around the cycle. We are interested in the behavior of the correlations in the stationary state of such conservative dynamics when the detailed balance condition (2.2) is not satisfied. Also of interest will be the two-time correlations in this steady state.

Specifically, we will investigate two physically fairly natural models. We believe our conclusions to be valid for most systems with a conservation law.

(i) \textit{Models without net current.} Here the exchange rates are assumed to be reflection invariant. That is, letting \( \{ e_a \}_{a=1}^d \) be unit vectors pointing in the \( a \)-th direction,

\[
c(0,e_a;\sigma) = c(0,e_a;\sigma^a),
\]

where \( \theta_a \sigma \) is the reflected configuration through a plane perpendicular to the bond \( \langle 0,e_a \rangle \):

\[
\forall a \in \{1,\ldots,d\}, \quad \theta_a \sigma(i_1,\ldots,i_d) = (i_d,\ldots,i_1).
\]

A particular class are the multiple-temperature models. The jump rates in the \( a \)-th direction, \( \alpha = 1, \ldots, d \), satisfy the detailed balance condition (2.2) with inverse temperature \( \beta_\alpha \). The steady state will be anisotropic, although, since the rates are reflection symmetric; no net current is flowing.

(ii) \textit{Driven diffusive systems.} This is the model initially studied in Ref. 8. The jumps are biased due to an external driving field. If \( E \) denotes the driving force, then the exchange rates satisfy a "local detailed balance" of the form\(^{8,16}\)

\[
c(i,j;\sigma) = c(i,j;\sigma^j) \exp \left\{ -\beta [U(\sigma^j) - U(\sigma)] - E(i - j)[\sigma(i) - \sigma(j)] \right\}.
\]

For periodic boundary conditions, the driving force maintains a spatially uniform anisotropic steady state with nonzero average current. The same is expected to be true for the infinite system at high temperatures, i.e., we assume that there is a unique translation-invariant stationary measure for fixed density and small \( \beta \) (see Ref. 16).

For both models we expand the steady-state correlations around an exactly soluble case in which the spatial correlations are short range. For model (i) the expansion is around infinite temperature, where there are no spatial correlations. Due to the particle-conservation law, however, the time correlations decay diffusively. To see this more precisely, let \( \{ \sigma_t \} \) be the spin configuration at time \( t \); we define the translation-invariant time-displaced truncated spin-spin correlation function in the steady state by

\[
G(t) = \langle \sigma(i) \sigma(j) \rangle - m^2,
\]

where \( m = \langle \sigma(i) \rangle \) is the magnetization, which is time independent in the steady state. The spatial Fourier transform or \textit{structure function} is defined by
\[ S(k,t) = \sum_j e^{ikj} \langle \sigma_j(0)\sigma_0(0) - m^2 \rangle , \quad (2.7) \]

where \( k \) is in the first Brillouin zone, \( k \in [-\pi, \pi]^d \). Then, at infinite temperature (\( \beta = 0 \) in (2.2)), the structure function (2.7) is, for small \( k \), of the form
\[ S(k,t) \approx (1 - m^2) \exp(-Dk^2t) , \quad (2.8) \]

with \( D \) the bulk diffusion coefficient. This implies, for fixed \( j \) and large \( t \), the decay
\[ G(j,t) \approx t^{-d/2} . \quad (2.9) \]

For the driven system, model (ii), at \( \beta = 0 \) (and the standard choice of rates), the steady state is independent of \( E \). However, the time-dependent structure function is complicated and not known explicitly even to lowest order in \( \beta \). Thus we would need to expand in both \( \beta \) and \( E \).

We avoid such an extra complication by considering a continuum Ginzburg-Landau model with a field \( E \). There we can expand around a finite-temperature Gaussian field in the strength of \( E \) (Sec. IV).

---

\[ \frac{1}{2} \frac{d}{dt} \langle \sigma(0)\sigma(0) \rangle_i = -\sum_{a=1}^{d} \left[ \nabla_a^* \left( c(i,i+e_a\sigma) \nabla_a \sigma(0) \sigma(0) \right) \right]_i - \frac{1}{2} \Delta \delta_{i,0} \left[ \nabla_a^* \left( c(j,j+e_a\sigma) \nabla_a \sigma(0) \sigma(0) \right) \right]_j = 0 . \quad (3.3) \]

Since we are interested in weakly interacting spins, it is convenient to see the influence of these interactions by writing the rates \( c(i,i+e_a\sigma) \) as the sum of a constant which can be fixed to be unity and a “small” configuration-dependent term,
\[ c(i,i+e_a\sigma) = 1 + c_a(i;\sigma) . \quad (3.4) \]

Equation (3.3) can then be rewritten in the suggestive form
\[ \frac{1}{2} \frac{d}{dt} \langle \sigma(0)\sigma(0) \rangle_i = \Delta \langle \sigma(0)\sigma(0) \rangle_i - \rho(i) , \quad (3.5) \]

where
\[ \rho_i(i) = \sum_{a=1}^{d} \nabla_a^* \left( c_a(i;\sigma) \nabla_a \sigma(0) \sigma(0) \right) \right]_i + \frac{1}{2} \sum_{a=1}^{d} \Delta \delta_{i,0} \left[ \nabla_a^* \left( c_a(j;\sigma) \nabla_a \sigma(0) \sigma(0) \right) \right]_j = 0 + \Delta \delta_{i,0} - \sum_{a=1}^{d} \Delta \delta_{i,0} \langle \sigma(0)\sigma(0) \rangle_i . \quad (3.6) \]

depends both on the pair and higher-order correlation functions.

Equation (3.5) can also be written as an integral equation using the transition probability \( p_i(i,j) = e^{h(i,j)} \) for a simple random walk on \( \mathbb{Z}^d \); i.e., the probability that a random walker starting at site \( i \) will be at \( j \) at time \( t \):
\[ p_{i\rightarrow j}(i,j) = \frac{e^{-|i-j|^2/2 \Delta t}}{(2\pi\Delta t)^{d/2}} . \]

We then have
\[ \frac{1}{2} \langle \sigma(0)\sigma(0) \rangle_i = e^{h(i)} \langle \sigma(0)\sigma(0) \rangle_0 + \int_0^t ds \ e^{h(i-s)} \rho_s(i) . \quad (3.7) \]

This illustrates the remark made in the Introduction that the spins at sites 0 at \( i \) are “connected” at time \( t \) via space-time walks \( (i,t) \rightarrow (j,s) \rightarrow (0,0) \).

In a translational-invariant stationary state \( \mu_{SS} \), with \( \langle \sigma(0) \rangle_{SS} = m \), the truncated equal-time two-point function of (2.6) satisfies the equation
\[ \Delta \langle \sigma(0)\sigma(0) \rangle_{SS} - m^2 = \Delta G(i,0) = \rho(i) \quad (3.8) \]

while its Fourier transform, the steady-state structure function, becomes
\[ S(k,0) = \frac{\rho(k)}{2 \sum_{a=1}^{d} (\cos k_a - 1)} . \quad (3.9) \]

We can therefore think of \( \rho(i) \) as a “charge density” and of \( G(i,0) \) as the corresponding “electrostatic potential.”
Such an identification does not by itself give us much rigorous information about the behavior of correlations in the steady state. The charge density \( \rho(i) \), defined in (3.6), is, after all, also unknown, and (3.8) can be thought of as a member of some infinite hierarchy of such relations. The structures of (3.6) and (3.8) are, however, very suggestive of what one should expect for the "generic" behavior of the decay of the pair correlation in the stationary state. For a finite system in a periodic box \( \Lambda \), the total charge density \( \sum_{i \in \Lambda} \rho(i) = 0 \) by (3.6), and the dipole moment \( \sum_{i \in \Lambda} i \rho(i) = 0 \) by reflection invariance, which follows from translation invariance. To conclude the same for the infinite system, which would assure then that \( S(k,0) \) remains bounded as \( k \to 0 \), requires assumptions about the decay of \( \rho(i) \). It suffices that the second moment of \( \rho(i) \) is bounded,
\[
\sum_{i} |i|^2 |\rho(i)| < \infty ,
\]
for the infinite system. This will be verified explicitly later in perturbation theory and will be assumed to be generic (c.f. our discussion in Sec. VII). It then follows that, for small wave vector \( k \),
\[
S(k,0) = \frac{1}{2d} \sum_{i} |i|^2 \rho(i) + \sum_{a=1}^{d} b_a k_a^2 ,
\]
with \( b_a = (1/2d) \sum_i \rho(i) (d_a^2 - |i|^2) \), \( |i|^2 \equiv \sum_i i^2 \).

Equation (3.11a) shows the decay of the pair correlations will have a quadrupole-type power-law behavior unless all the \( b_a \) are equal to zero, which would occur if the "charge density" \( \rho(i) \) had the same symmetry as the lattice. That is, generically, we have SOC with
\[
\langle \sigma(0) \sigma(i) \rangle_{SS} = \sum_{a=1}^{d} b_a \frac{i_a^2}{|i|^{d+2}} , \quad |i| \to \infty ,
\]
with appropriate constants \( \{ b_a \} \).

To evaluate the \( b_a \)'s is difficult in general; we do it here for a particular model up to first order in a high-temperature expansion. This will also enable us to point out where cancellations occur if detailed balance (2.2) is assumed. Higher-order terms will be discussed in Appendix A, and isotropic dynamics in Sec. VII.

A. Example: Multiple-temperature model

We assume the exchange rates to be given by
\[
c(i,i+e_a;\sigma) = \Phi_a(\beta_a H(\sigma_i + e_a) - H(\sigma_i) ) ,
\]
where \( \{ \Phi_a \} \) are smooth strictly positive functions with \( \Phi_a(0) = 1 \). The energy
\[
H(\sigma) = -\sum_A J_A \sigma_A
\]
is even, and translation and reflection invariant with \( A \), a finite subset of \( \mathbb{Z}^d \); \( J_A = 0 \) if the diameter of \( A \) is larger than \( R \). If all \( \beta_a = \beta \) and \( \Phi_a(z) = e^{-z} \Phi_a(-z) \), then (3.12) satisfies the condition of detailed balance, Eq. (2.2), for the Gibbs measure \( \gamma_H \) with the Hamiltonian (3.13). We study the stationary state of the dynamics governed by (3.12) as a perturbation of the product state with zero magnetization. The latter is, of course, invariant for the dynamics with all \( \beta_a = 0 \).

For the moment, we are only interested in the first-order correction in the \( \beta_a \)'s to the stationary two-point function. We write this, dropping the subscript "SS," as
\[
\langle \sigma(0) \sigma(i) \rangle = \delta_{ij} + \sum_{a=1}^{d} b_a G^{(1)}(i) + N ,
\]
where \( N \) represents higher-order terms in the \( \beta_a \). Using the stationarity condition (3.8), and substituting (3.12) and (3.13), we obtain
\[
\sum_{a=1}^{d} b_a G_a^{(1)}(i) = \Delta G^{(1)}(i) = -m \sum_{a=1}^{d} b_a \Phi_a(0) [ \Delta_a J(i) + J(e_a) \Delta_a \delta_{01} ] - \sum_{a=1}^{d} \Delta_a \delta_{01} G^{(1)}(e_a) = \rho(i) ,
\]
where \( J(i) = J_{0a} \) if \( i \neq 0 \) and is zero if \( i = 0 \). Multispin interactions containing more than two sites do not contribute to this order. As before, due to the reflection invariance of the conservative dynamics, the dipole moment (as well as the total charge) is zero; i.e.,
\[
\sum_{i} \rho(i) = 0 ,
\]
\[
\sum_{i} i \rho(i) = 0 , \quad \gamma = 1, \ldots, d .
\]
The decay properties of \( G^{(1)}(i) \) as \( i \to \infty \) will therefore be governed by the quadrupole moment.

For a charge density \( \rho(i) \), \( i \in \mathbb{Z}^d \) the quadrupole moment \( Q_{aa}(\rho) \), \( a, a' = 1, \ldots, d \) is defined by
\[
Q_{aa}(\rho) = \sum_{i} \rho(i) |i|^2 \delta_{aa'} - d_i \delta_{aa'} ,
\]
where \( |i|^2 = \sum_i i^2 \). For our case, (3.15) can be solved using Fourier transforms. We get
\[
\sum_{\beta_a} (\cos k_a - 1) S^{(1)}(k) = -2 \sum_{\beta_a} \Phi_a(0) [ (\cos k_a - 1) \tilde{J}(k) + J(e_a) (\cos k_a - 1) ] - \sum_{a,\gamma} \sum_{\cos k_a} A_{a,\gamma} \delta_{00} M_{\gamma} ,
\]
where $A^{-1}$ is the inverse of matrix $A$ given by

$$A_{\alpha,\alpha'} = \delta_{\alpha,\alpha'} + 2 \int \frac{dk}{(2\pi)^d} \frac{\cos(k_{\alpha})[\cos(k_{\alpha'})-1]}{\sum \cos(k_{\alpha'})-1},$$

(3.20)

and

$$M_{\gamma} = -4 \sum \beta_{\alpha} \Phi_{\alpha}(0) \int dk \frac{1}{(2\pi)^d} \cos(k_{\gamma}) \frac{[\tilde{J}(k)+J(e_{\alpha})][\cos(k_{\alpha})-1]}{\sum \cos(k_{\alpha'})-1}.$$

(3.21)

For small $k$, Eq. (3.19) reads

$$S^{(1)}(k) = \text{const} + \sum_{\alpha} Q_{\alpha\alpha} \frac{k_{\alpha}^2}{k^2},$$

(3.22)

where

$$Q_{\alpha\alpha} = -4 \sum_{\gamma} \beta_{\gamma} \Phi_{\gamma}(0) \left[ (1-d\delta_{\alpha\gamma})[\tilde{J}(0)+J(e_{\alpha})] ight]$$

$$-2 \sum_{\alpha',\gamma'} (1-d\delta_{\alpha\alpha'}) A^{-1}_{\alpha',\gamma'} \int dk \frac{1}{(2\pi)^d} \cos(k_{\gamma'}) \frac{[\tilde{J}(k)+J(e_{\gamma'})][\cos(k_{\gamma'})-1]}{\sum \cos(k_{\alpha'})-1}. $$

(3.23)

Taking the inverse Fourier transform, we obtain, for $|l| \to \infty$,

$$G^{(1)}(i) = \sum_{\alpha} Q_{\alpha\alpha} \frac{l_{\alpha}^2}{|i|^{d+2}}. $$

(3.24)

The equal-time structure function $S(k,0)=S(k)$, defined in (2.7), will thus have the form

$$S(k) = -m^2 + \sum_{\alpha=1}^{d} Q_{\alpha\alpha} \frac{k_{\alpha}^2}{k^2} + N. $$

(3.25)

The decay properties of the stationary two-point function are therefore extremely different, according to whether the $Q_{\alpha\alpha}$ are all equal or not. Since $\sum_{\alpha} Q_{\alpha\alpha} = 0$, there are two possibilities.

(i) Not all $Q_{\alpha\alpha}$ are zero; then the two-point function has the form of a quadrupole field and decays for large $|l|$ like a power law $\sim |l|^{-\nu}$, at least to first order in $\beta_{\alpha}$.

(ii) All $Q_{\alpha\alpha} = 0$; then the structure function is analytic at the origin and the two-point function decays exponentially.

The cancellations required in the second case occur if all the coefficients $\Phi_{\alpha}(0)\beta_{\alpha} = -\frac{1}{2}\beta$ are equal. We then find the explicit solution

$$G^{(1)}(i) = \beta J(i).$$

(3.26)

This happens, of course, in one-dimensional systems, but also—in any dimension—if the detailed balance condition is satisfied for the rates (3.1). Then (3.26) gives the first term in a high-temperature expansion for the equilibrium two-point correlations in the Gibbs measure $\nu_H$ with Hamiltonian (3.13).

In the Appendices we investigate this cancellation mechanism also for higher orders in a perturbation expansion. Every order satisfies a relation of the type (3.19) where the charge is a function of lower-order multiple spin correlation functions. For the general asymmetric case, the two-point function has a power-law decay order by order except in the case of detailed balance, where each order is strictly local. We are, however, not able to prove the convergence of the perturbation series.

IV. DRIVEN DIFFUSIVE SYSTEM

As mentioned in Sec. II, there are serious difficulties with obtaining explicitly even the lowest-order expansion terms in $\beta$ for DDS on a lattice in which there is at most one particle per site. In this section we therefore consider the case of a single conserved field $\phi$, $\phi \in \mathbb{R}$, in the continuum $r \in \mathbb{R}^d$. The time evolution of $\phi$ is described by the stochastic partial differential equations (SPDE) (model B Ref. 6)

$$\frac{\partial}{\partial t} \phi_s(r) + \text{div} j_s(r) = 0,$$

(4.1)

with the flux $j$, in the absence of an external driving field, given by

$$j_s(r) = -\text{grad} \frac{\delta H}{\delta \phi} + \gamma^{-1/2} J_s(r).$$

(4.2)

Here $J_s(r)$ is a $\delta$-correlated random current with covariance,

$$\langle J_{s\alpha}(r) J_{s\alpha'}(r') \rangle = \delta_{\alpha\alpha'} \delta(t-t') \delta(r-r').$$

(4.3)

Clearly, $\phi_s(r)$ is locally conserved. Equations (4.1)–(4.3) admits the one-parameter family of stationary equilibrium distributions
with $\beta=2/\gamma$. The chemical potential $\hbar$ regulates the average value of $\phi$. In the following we will set $\hbar=0$, which implies $\langle \phi \rangle=0$ when $H$ is chosen to be symmetric under $\phi$ going to $-\phi$. For the quadratic Hamiltonian

$$H(\phi)=\frac{1}{2} \int dr |\nabla \phi|^2 + g \phi^2,$$

we have for simplicity $\beta\kappa=1$, and we define $\tau=\beta g$ and $\lambda=1/\beta$. We are interested in a situation where the system is driven by an external force $E$. We have to add then to the current (4.2) the externally driven current (c.f. Refs. 9 and 10)

$$j_\text{ext}(r,t)=\sigma(\phi)E,$$

where $\sigma$ is the field-dependent conductivity. We expand $\sigma(\phi)$ about $\phi=0$. The zeroth- and first-order terms can be absorbed through a Galilean transformation. The relevant contribution is found by putting $\sigma(\phi)=\sigma_0 \phi^2$. Combining this with (4.1)-(4.4), the $\phi$ field is governed by the SPDE

$$\frac{\partial}{\partial t} \phi(r,t)=\lambda(\tau \Delta-\Delta^2)\phi(r,t)-\sigma_0 E \cdot \nabla \phi^2(r)$$

$$-(2\lambda)^{1/2} \nabla \cdot J_\phi(r).$$

(4.8)

For the equations of motion to be well defined, one has to regularize at short distances. A physically reasonable choice is to discretize and put the $\phi$ field on the lattice $Z^d$. For our purposes it suffices and is computationally simpler to merely cut off the large wave numbers; i.e., we choose a maximum wavelength $\Lambda$ and set the Fourier transform of $\phi$ equal to zero for values of $k > \Lambda$.

To study the behavior of the correlation functions from (4.8), we follow Refs. 9 and 10 and use the Martin-Siggia-Rose (MSR) formalism. We rewrite the model in terms of a dynamic functional

$$L(\phi,\psi,\eta)=\int dt \int dr \lambda \left\{ \psi \Delta \psi + \psi \left[ \lambda \left[ -\frac{\partial}{\partial t} - \tau \Delta + \Delta^2 \right] \phi \right] \right.$$}

$$+ \frac{1}{2\lambda} \phi_0^2(\nabla \phi)^2 + \frac{1}{\lambda} \eta \phi \right\},$$

(4.9)

where $\eta$ is an auxiliary external field and $\psi$ is the MSR response field. Correlation functions can now be expressed as functional averages with weight $e^{-L}$. In particular, the truncated correlation functions are given by

$$\langle \phi_{i_1}(r_1) \cdots \phi_{i_n}(r_n) \rangle_T
= \left. \frac{\delta}{\delta \eta_{i_1}(r_1)} \cdots \frac{\delta}{\delta \eta_{i_n}(r_n)} \ln Z(\eta) \right|_{\eta=0},$$

(4.10)

where

$$Z(\eta)=\int \delta \phi \delta \psi \exp\left\{ -L(\phi,\psi,\eta) \right\}.$$ (4.11)

To compute $Z(\eta)$ we follow a perturbative scheme where the expansion parameter is $\eta$; see Appendix B. Due to symmetry, the first-order term in the truncated pair-correlation function vanishes. The structure function in the stationary nonequilibrium state $S(k)$ can therefore be written in the form

$$S(k)=S^{(0)}(k)+\sigma_0 E^2 S^{(2)}(k)+N,$$

where $N$ represents higher-order terms, and

$$S^{(0)}(k)=\frac{1}{k^2+\tau}.$$ (4.12a)

The second-order term has the form (see Appendix B)

$$S^{(2)}(k)=\frac{k_1^2}{k^2} D(k^2),$$ (4.12b)

Here $k_1=kE/|E|$ is the component of $k$ parallel to the field and $D(x)$ is an analytic function around $x$ equal zero. $S^{(2)}(k)$ is always analytic in one dimension. In higher dimensions we have to examine the behavior of $D(x)$ near the origin; i.e., if $D(x) \approx x^n$, $n \geq 1$, when $x \to 0$. In particular, we can compute explicitly $D(x)$ when $1/\tau$ is small enough. For $\tau \to \infty$, we find in Appendix B

$$D(x)=-\frac{1}{(2\pi)^2 \lambda^2} \frac{1}{4(4\pi)^{d/2}} \frac{9}{4} I \left[ \frac{d}{2} - 1 \right] x^{2+3(2d+1)} I \left[ \frac{d}{2} + 1 \right] + O\left( \frac{1}{\tau} \right)^6,$$ (4.13)

where $d$ is the space dimension, and

$$I(n)=\int_0^{\infty} \frac{dv}{\Delta_0} \frac{\exp\left( -\frac{1}{2} \Delta_0 k^2 \right)}{(2v)^n}.$$ (4.14)

It is easy to check from (4.13) that $D(0) \neq 0$, implying a nonanalytic behavior of the structure function for dimensions higher than 1. Thus, at least in second-order perturbation, we find a large distance decay of the steady-state correlations identical to the one found for the two-temperature model in the last section, although the physics of the two mod-
els are quite difficult.

We have also computed the three-point truncated correlation function to first order in $E$. It can be written as

$$
\langle \phi(0)\phi(r_1)\phi(r_2) \rangle_T = \int \int \frac{dk_1 dk_2}{(2\pi)^{2d}} e^{ik_1 r_1 + ik_2 r_2} T(k_1, k_2),
$$

where

$$
T(k_1, k_2) = -i \frac{\sigma_0 E}{\lambda} \frac{k_{1,\perp}^2 + k_{2,\perp}^2}{\Pi(k_1) \Pi(k_2) \Pi(k_1 + k_2)} \left( \frac{1}{k_1 \Pi(k_1) + k_2 \Pi(k_2) + (k_1 + k_2)^2 \Pi(k_1 + k_2)} \right),
$$

and $\Pi(x) = x^2 + \tau$. In particular, we have computed the leading term of (4.15) when $\tau \to \infty$. In this case, whenever $r_1$ and $r_2$ are different from zero, the behavior of $T$ when the cutoff $\Lambda$ goes to infinity is

$$
\langle \phi(0)\phi(r_1)\phi(r_2) \rangle_T \sim \frac{\sigma_0 E}{2\lambda \tau^d} (d+1)! \left( \frac{3}{4\pi^2} \right) \int \frac{d^2 x_1 (2x_{1,\perp} - x_{2,\perp}) + x_{2,\perp} (2x_{2,\perp} - x_{1,\perp}) - 2x_1 x_2 (x_{1,\perp} + x_{2,\perp})}{(x_1^2 + x_2^2 - x_1 x_2)^{d+2}}.
$$

Thus the truncated three-body correlation function behaves as $\sim \tau^{-2d+1}$ when $\tau \to \infty$ whenever the points $x_1$ and $x_2$ are not symmetric with respect to the origin; in the symmetric case $T$ is identically zero. Notice that this power-law decay behavior occurs even in one dimension where the two-body correlation has an exponential decay. As noted in the Introduction, however, this may be an artifact of the expansion.

\section*{V. FLUCTUATING HYDRODYNAMICS}

In this section we try to understand the slow decay of correlations from the point of view of a macroscopic fluctuation theory, in the spirit of fluctuating hydrodynamics\textsuperscript{14}. We consider a density fluctuation field $\xi_t(x)$ around the uniform average density $\rho$. $\xi_t(x)$ is small because it is a spatial average over a cell centered at $x$ containing many microscopic degrees of freedom. Its time evolution will therefore be described by a linear SPDE. Since the system is away from criticality, it is natural to assume that $\xi_t(x)$ is a Gaussian field which is governed by the linear Langevin equation [c.f. (4.1) and (4.2)]

$$
\frac{\partial}{\partial t} \xi_t + \text{div}(c\xi_t + D \text{grad} \xi_t) + R^{1/2} J_t = 0.
$$

Here $c$ is the velocity of propagation for a density fluctuation, and $D$ is the diffusion matrix. $R$ is a $d \times d$ matrix, which determines the strength of the fluctuation current [the covariance of $J_t$ is given in (4.3)]. The quantities $c$, $D$, and $R$ are to be thought of as phenomenological coefficients to be determined from the microscopic model under consideration: $c$ and $D$ can be determined through the response of the system to a small imposed density deviation, while $R$ is given by the static response to a small uniform force.

The time-displaced structure function $S(k,t)$ is now simply the Fourier transform of the covariance of the Gaussian stationary process of (5.1),

$$
S(k,t) = \frac{k R_k}{2k D k} \exp(-kD \sqrt{t} + i kt).
$$

In particular, the static structure function is

$$
S(k,0) = \frac{k R_k}{2k D k},
$$

which is, for small $k$, of the same form as that found for the two microscopic models studied before. We can therefore identify the coefficients $R$ and $D$ in these models at least perturbatively. From (5.3) we learn that, in general, we have to expect long-range correlations because of the conservation law. There are two notable exceptions.

(i) The microscopic system satisfies detailed balance. Then the macroscopic field satisfies the fluctuation dissipation theorem, which implies that

$$
R = 2\chi D
$$

in (5.1) for some constant $\chi$, which is to be identified as the equilibrium compressibility. In that case, $S(k) = \chi$ and $S(r) = \chi \delta(r)$.

(ii) The system is isotropic. Then, even while the microscopic dynamics may not satisfy the condition of detailed balance, the linearized dynamics (5.1) for the macroscopic fluctuations will satisfy (5.4) because $D$ and $R$ become multiples of the unit matrix. This is consistent with the results obtained from the microscopic models, as we discuss in Sec. VII. In addition, since $D$ and $R$ depend in a complicated way on the density and the microscopic exchange rate, there could be isolated points in parameter space where accidentally the proportionality (5.4) holds.

In principle, the fluctuating hydrodynamics (5.1) should be derived from a given microscopic model. In particular, this would yield $R$ and $D$ in terms of the microscopic dynamics. Unfortunately, the rigorous version of such a program is too difficult. More modestly, we analyze in the next section a model where the mechanism to derive fluctuating hydrodynamics is more explicit, because it relies on a scale separation between horizontal and vertical jumps in a two-dimensional lattice gas.
VI. AN EXACT MODEL: FROM MICROSCOPIC TO MACROSCOPIC

In this section we derive the macroscopic equation of fluctuating hydrodynamics, generalizing and making rigorous a microscopic model of the type considered by van Beijeren and Schultzman[23] and also investigated by Krug et al. We do this by an appropriate space-time rescaling of the type used by De Masi et al. We should, however, add that the space rescaling is only partial, keeping in this way the connection between the microscopic models of Sec. III and the fully macroscopic equations of Sec. V. The detailed theorems together with their proofs will be presented elsewhere.

Consider a lattice gas on the square lattice. It is convenient to use the language of occupation variables \( \eta(i) = \eta(i, j) \) with value 0 if the lattice site is empty, 1 if it is occupied. The rate at which a particle jumps to a neighboring empty site, i.e., the rates at which the occupations at \( i \) and \( j \) are exchanged, is denoted as before by \( c(i, j; \eta) \). We choose them of the form (3.12)

\[
\begin{cases}
\epsilon^2 & \text{if } i = j = \pm e_2 \\
\Phi(\beta[H(\eta(j)) - H(\eta)]) & \text{if } i = j = \pm e_1 \\
0 & \text{otherwise}.
\end{cases}
\]

(6.1)

\( \epsilon \) is a small number; \( e_1 \) and \( e_2 \) are the horizontal and vertical unit vectors, respectively, on \( \mathbb{Z}^2 \), and the energy \( H(\eta) \) is parametrized by a vertical (\( K_2 \)) and horizontal (\( K_1 \)) coupling parameter:

\[
H(\eta) = -4K_1 \sum_{i = j = \pm e_1} \eta(i)\eta(j) - 4K_2 \sum_{i = j = \pm e_2} \eta(i)\eta(j).
\]

(6.2)

The function \( \Phi \) is strictly positive and bounded, but is arbitrary otherwise. We thus have a two-temperature model as in (3.12) with \( K_1 = J_1(\epsilon_0) \) in the notation of Sec. III, but with fast exchanges in the vertical direction. The physical ideas to study the system in the fast-rate limit are well understood.

For \( \epsilon \ll 1 \) the system has two well-defined time scales: (i) a microscopic one in which there are no exchanges of particles between vertical columns, and the system reaches a stationary state within each column corresponding to the infinite-temperature dynamics in the vertical direction, and (ii) a macroscopic scale in which the system exchanges of particles between columns with rates which are configuration dependent.

In order to get a semimacroscopic equation we have to rescale the vertical space coordinate by \( \epsilon^{-1} \). This was not done in Refs. 27 or 28, and in this way spatial variations of the density field were lost, in the limit \( \epsilon \ll 1 \), and the system became effectively one dimensional. We take initial data for the process (6.1) distributed according to a product measure \( \mu^\epsilon \), with densities

\[
\mu^\epsilon(\eta(i, i, j)) = \langle \eta(\epsilon(i, i, j)) \rangle = \rho_0(\epsilon(i, i, j)),
\]

(6.3)

where we write \( i = i_1e_1 + i_2e_2 = (i_1, i_2) \in \mathbb{Z}^2 \) for a general site, and \( \rho_0(\epsilon(i, j), y), i_1 \in \mathbb{Z}, y \in \mathbb{R} \) is a smooth function of \( y \) with \( 0 \leq \rho_0(\epsilon(i, j), y) \leq 1 \). If \( \eta, t > 0 \) denotes the process, then we can prove that in the limit \( \epsilon \to 0 \), \( \langle \eta(\epsilon(i, i, j)) \rangle \) is close to \( \rho(\epsilon(i, i, j)), i_1 \in \mathbb{Z}, y \in \mathbb{R} \), the solution of the following nonlinear mixed diffusion equation:

\[
\frac{\partial}{\partial t} \rho(i, i, j) = -\nabla^\epsilon \cdot J_1(\rho(i, i, j)),
\]

(6.4)

where the last term in (6.4) is the discrete divergence [see (3.2a)] of the current \( J_1(\rho(i, i, j)) \) between \( (i, j) \) and \( (i_1 + 1, j) \) which, itself, is a difference of the particle transport per unit time from \( (i, j) \) to \( (i_1 + 1, j) \) and back. Explicit formulae for \( J_1 \) are given in Appendix C. The initial condition for (6.4) is given by \( \rho_0 \) and, under sufficient smoothness in \( y \) of \( \rho_0 \), has a unique solution. It is a deterministic conservation equation for the densities, obtained in much the same way as reaction-diffusion equations. The fast environment-independent exchanges in the vertical direction, combined with the vertical space rescaling, produce the linear diffusion term. The exchanges in the horizontal direction occurs on a much slower time scale, and their influence on the change in the density must be calculated in the so-called "local equilibrium measure"; i.e., the distribution at time \( t \) looks, over vertical distances \( \sim \epsilon^{-1} \), like a product measure with constant instantaneous densities which vary from column to column in the horizontal direction, which is kept discrete. We refer to Ref. 29 for more details and the derivation of Eq. (6.4), which involves proving a law of large numbers.

To go beyond (6.4), we investigate the fluctuations about the deterministic evolution equation. Formally (following the notation of Ref. 28), the limiting process describing the density fluctuation field will be given, in some generalized weak form, by a linear Langevin equation [compare with (5.1)]:

\[
\frac{d}{dt} \xi(i, j) = -\nabla^\epsilon \cdot J_1(\xi(i, j)) + W(i, l, t),
\]

(6.5)

with linearized horizontal current \( j \) and the "white noise" given in (C4)–(C7). A special choice corresponds to the constant solution \( \rho(\epsilon(i, j), y) \equiv \rho_0 \approx \rho_0 \leq 1 \), of Eq. (4.4). For that choice, the currents \( J_1 \) in (6.4) vanish identically. The equal time correlations of the fluctuation field are now most easily described by Fourier transforming the formal stochastic differential equation (6.5) [see (C8) and (C9)], and yield the static structure function

\[
S(k_1, k_2) = \frac{k_2^2 \rho(1 - \rho) + 2R(\rho)(1 - \cos k_1)}{k_2^2 + 2[R_{23}(\rho) + R_{14}(\rho)(1 + 2\cos k_1)](1 - \cos k_1)}
\]

(6.6)
where $R_{j,k}(\rho)$ and $R(\rho)$ are given in Appendix C. This has to be compared with (4.9); while $S(k)$ remains bounded at $k=0$, it is not analytic whenever

$$F(\rho) = R(\rho) - \rho(1-\rho)[R_{23}(\rho)+3R_{14}(\rho)] \neq 0. \quad (6.7)$$

In that case, we recover the phenomenon of power-law decay of the static covariance, as predicted; i.e., for large $i_1^2+y^2$,

$$\langle \xi_0(0)\xi(i_1,y) \rangle \approx F(\rho) \frac{i_1^2-y^2}{(i_1^2+y^2)^2}. \quad (6.8)$$

Of course, (6.7) is not true, and $F(\rho)=0$ at $\beta=0$, for which $R(\rho)=\Phi(0)\rho(1-\rho)$, $R_{23}(\rho)=\Phi(0)$, $R_{14}(\rho)=0$.

It remains to investigate condition (6.17) to find more explicit situations under which this nonequilibrium effect occurs. $F(\rho)$ is also a function of $\Phi$, $A=-4\beta K_1$, and $B=-4\beta K_2$, and can be calculated starting from (6.6) [see (C10)]. The following special cases can be considered: If $B=0$ [no vertical coupling in the Hamiltonian (6.2)], then

$$F(\rho) = 3\rho^2(1-\rho)^2[\Phi(A)-\Phi(-A)]^2, \quad (6.9)$$

which is never zero unless $\rho=0$ or $\rho=1$, or $\Phi(A)=\Phi(-A)$, corresponding to an infinite-temperature dynamics; if $K_1 \geq 2K_2 > 0$ (ferromagnetic case with large enough horizontal coupling), then using the extra (detailed balance) condition $\Phi(z)=e^{-\Phi(-z)}$, it can be checked that all terms in (6.19) are strictly positive whenever $\rho \neq 0,1$, implying again power-law decay of the static pair correlations. Of course, the same is true for $K_1 \leq 2K_2 < 0$.

**VII. SELF-ORGANIZED CRITICALITY AND THE ROLE OF ANISOTROPY**

We consider two types of models which are frequently encountered in the discussion on self-organized criticality.\textsuperscript{3,2,31}

(i) Strictly conservative stochastic dynamics. These have been the subject of this paper and we now summarize the role played by the anisotropy in having long-range correlations. If the dynamics is isotropic (invariant under lattice rotations) and if the structure function inherits this symmetry, then the coefficients $b_n$ in Eq. (3.11a) have to vanish. Therefore, anisotropy is a necessary condition to have long-range correlations of the form discussed in this paper. It is, however, far from being a sufficient condition, since we can always take a detailed balance dynamics corresponding to an equilibrium model with anisotropic interactions. We also note, as pointed out in Sec. V, that in one dimension, higher-order correlations can have a power-law decay. We are thus led to the following schematic picture: For given short-range exchange rates $c(i,j;\sigma)$, the static two-point function could decay exponentially. However, if we perturb to $c(i,j;\sigma)+\delta c(i,j;\sigma)$, then, excluding special directions in the parameter space, we expect to have long-range correlations of quadrupole type. In this sense, the slow decay of correlations is generic for conservative dynamics.

(ii) Stochastic dynamics, where the density is conserved "only on average:" for example, discrete "sandpile" models,\textsuperscript{3} deterministic dynamics with nonconserving noise. To model spin-flip processes with this property we choose flip rates $c(i;\sigma) \geq 0, i \in \mathbb{Z}^d$ of the form

$$c(i;\sigma) = -\frac{1}{2} \sigma(i) \sum_a \beta_a A_{\sigma} f_a(\sigma). \quad (7.1)$$

Here $f_a(\sigma)$ is the local function $f(\sigma)$ translated to lattice site $i$, and $\beta_a$'s are numbers. $f$ and $\beta_a$'s have to be chosen such that the flip rates are positive. The form (7.1) of the spin-flip rates assures that the total magnetization is conserved "on the average," since the average magnetization at time $t$ satisfies

$$\frac{\partial}{\partial t} \langle \sigma(i) \rangle = -2 \langle c(i;\sigma) \sigma(i) \rangle = \sum_a \beta_a A_{\sigma} \langle f_a(\sigma) \rangle. \quad (7.2)$$

To be specific, let us only discuss the example of the voter model,\textsuperscript{32} where $\beta_a=1$ and $f_a(\sigma) = \sigma(i)$. In dimension $d=1,2$ for the steady state of the voter model, all spins are either up or down. However, for $d \geq 3$, there is a continuum of stationary states just as for strictly conservative dynamics. For a translational-invariant initial state, the two-point function $G(i,t)=\langle \sigma(0)\sigma(i) \rangle$ satisfies

$$\frac{\partial}{\partial t} G(i,t) = (1-\sigma(i)\sigma(0))2\Delta G(i,t). \quad (7.3)$$

In particular, for the steady-state covariance

$$\Delta G(i)=0, \quad G(0)=1. \quad (7.4)$$

For dimension $d \geq 3$, this implies the slow decay

$$\langle \sigma(0)\sigma(i) \rangle - \langle \sigma(0) \rangle^2 \sim |i|^{-(d-2)}, \quad (7.5)$$

just as in a critical Gaussian theory.
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**APPENDIX A**

The main goal of this appendix is to set up a formal perturbation expansion around an infinite-temperature dynamics for reflection-invariant microscopic models without net current, and to establish power-law decay of the two-point function for each order in this expansion. In particular, we want to understand the cancellation mechanism leading to an exponential decay in the exceptional case of a detailed balance dynamics.

We slightly modify the strategy. The exchange rates are of the form
\[ c(i,j;\sigma) = 1 + \sum_{n=1}^{\infty} \gamma^n \sum_A \rho_A^{(n)}(i,j)\sigma_A, \]  
(A1)

where \( \gamma \) is a small parameter. If \( \gamma = 0 \) (simple symmetric exclusion process), then the correlations at time \( t \) are expressed in terms of the initial correlations via the duality relation\(^2\)

\[ \langle \sigma_A \rangle_0 = \mathcal{E}_A(A) \equiv A(\langle \sigma_A(t) \rangle_0). \]  
(A2)

\( \mathcal{E}_A(A) \) is the expectation with respect to the dual process \( A(t) \) \( (\subset \mathbb{Z}^d) \) started from \( A(0) = A \), in which the labels of nearest-neighbor sites \( i \) and \( j \) are exchanged after random times distributed according to independent Poisson processes associated with each bond \( \langle i,j \rangle \) of the lattice; i.e., for a local function \( f(B) \) on finite sets \( B \subset \mathbb{Z}^d \):

\[ \frac{d}{dt} \mathcal{E}_A(f(A(t))) = \sum_{\langle i,j \rangle} \mathcal{E}_A(f(A(t)\cup f(A(t) \setminus \{i,j\})), \]  
(A3)

where \( B' \) is the set obtained from \( B \) by exchanging the labels of sites \( \langle i,j \rangle \). Allowing \( \gamma \) to be different from zero brings in extra scattering at certain points in space-time; i.e., at certain points, the free evolution \( A \to A(t) \) is interrupted, and \( A(t) \) is replaced by the set \( B \) with probabilities derived from the coefficients \( \rho_A^{(n)} \). The following perturbation expansion is the formal expression of this interpretation. A detailed mathematical analysis will be presented elsewhere.\(^3\)

Assume that we start the process from a Bernoulli (or product) state with zero magnetization. The time-evolved correlations satisfy an equation of the form

\[ \frac{d}{dt} \langle \sigma_A \rangle_t = \sum_{\langle i,j \rangle} \langle \sigma_A^{[ij]} - \sigma_A \rangle_t, \]

\[ - \sum_{\langle i,j \rangle} \langle \sigma_A^{[ij]} - \sigma_A \rangle[1 - c(i,j,\sigma)] \rangle_t, \]  
(A4)

where the sums are over all nearest-neighbor bonds \( \langle i,j \rangle \). The first term on the right-hand side (A4) corresponds to the simple exclusion process \( (\gamma = 0 \) in the discussion above). Let \( \mathcal{P}(X \to Y; t) \) be the probability that \( A(t) = Y \) if \( A(0) = X \) for the dual process \( A(t) \). Then, \( (A4) \) can be rewritten as

\[ \langle \sigma_A \rangle_t = \delta_A + \sum_B \int_0^t \mathcal{P}(A \to B; t - \tau)v(B), \]  
(A5)

with

\[ v(B) = - \sum_{\langle i,j \rangle} \langle \sigma_B^{[ij]} - \sigma_B \rangle[1 - c(i,j,\sigma)] \rangle_t, \]

\[ = \sum_n \gamma^n \sum_{C} \rho_A^{(n)}(C) \]  
(A6)

where the \( \rho_A^{(n)}(C) \) are defined for each pair of (finite) sets \( B \) and \( C \):

\[ \rho_A^{(n)}(C) = \sum_{\langle i,j \rangle} [\rho_B^{(n)}(i,j) - \rho_B^{(n)}(i,j)], \]  
(A7)

with \( \Delta \) the symmetric difference between two sets. We plug in \( (A6) \) into \( (A5) \) and iterate:

\[ \langle \sigma_A \rangle_t = \sum_{n=1}^{\infty} \gamma^n \mathcal{P}_A^{(n)}(t), \]  
(A8)

defined recursively by

\[ \mathcal{P}_A^{(0)}(t) \equiv \delta_{A0}, \]

\[ \mathcal{P}_A^{(n)}(t) \equiv \sum_{k=0}^{n-1} \sum_B \int_0^t \mathcal{E}_A^{(n-k)}(P_A(t-\tau)) \mathcal{P}_B^{(k)}(\tau)d\tau, \]  
(A9)

\[ n > 0. \]

It is rather easy to see that the expansion \( (A8) \) converges for small \( t \), but we will assume that the same is true for all \( t \).

We say that a function \( \rho(A) \) on the finite subsets \( A \subset \mathbb{Z}^d \) is a quadrupole if for all \( n = 1, 2, \ldots \),

\[ \sum_{A:|A|=n} \rho(A) = 0, \]

\[ \sum_{A:|A|=n} \sum_{i \in A} i_\alpha \rho(A) = 0, \quad \alpha = 1, \ldots, d, \]  
(A10)

\[ b_\alpha \equiv \sum_{A:|A|=n} \sum_{i \in A} |i_\alpha|^2 \rho(A) < \infty, \quad \alpha = 1, \ldots, d. \]

The potential \( V_A \equiv G\rho(A) \) generated by the quadrupole \( \rho(A) \) is the function

\[ G\rho(A) \equiv \sum_B G(A,B) \rho(B) \equiv \int_0^t dt \mathcal{E}_A(A(t)). \]  
(A11)

Formally, the operator \( G \) is minus the inverse of the generator \( (A3) \): if

\[ \rho(A) = \sum_{\langle i,j \rangle} (v_{ij} - v_{ji}), \]

then

\[ G\rho(A) = -v_A. \]  
(A12)

The appropriate change of variables allows us to let \( t \to \infty \) in each term of \( (A8) \):

\[ \langle \sigma_A \rangle_\infty = \sum_{n=0}^{\infty} \gamma^n \mathcal{P}_A^{(n)}(t), \]  
(A13)

where the potentials \( V_A^{(n)} \) are generated by quadrupoles \( \rho_A^{(n)} \); i.e.,

\[ V_A^{(n)} \equiv G\rho_A^{(n)}, \]  
(A14)

defined iteratively by putting

\[ \rho_A^{(n)} = \sum_{k=0}^{n-1} \sum_{B,A} \rho_B^{(n-k)} V_A^{(k)}, \quad n = 1, 2, \ldots, \]  
(A15)

and \( V_A^{(0)} = \delta_{A0} \). Since, from the definitions \( (A7) \) and \( (A15) \), there are \( q_A^{(n)}(i,j) \) such that

\[ \rho_A^{(n)} = \sum_{\langle i,j \rangle} [q_A^{(n)}(i,j) - q_A^{(n)}(i,j)], \]  
(A16)

and since we have assumed that the system is reflection invariant, the \( \rho_A^{(n)} \) must satisfy the two first conditions of \( (A10) \). Since the third condition of \( (A10) \), if violated, already implies certain long-range correlations in the system, we just assume it here. In the case where \( A = \{0, i\} \) consists of just two sites, this assumption implies the summability of the two-point function in analogy with the discussion presented in \( (3.10) \) and \( (3.11) \). It can then
be checked in the same way as was done for the first-order term in the example of Sec. III, that the Fourier transform of the potential \( V^{(n)}_{A_k} \), i.e., the \( n \)-th-order equal-time structure function [see (2.5)] must have the form
\[
S^{(n)}(k,0) = \frac{\sum b^{(n)}_{A_k} k_{A_k}^{2}}{k^2}.
\]  
(A17)

for small \( k \).

Therefore, in dimensions \( d > 1 \), the structure function is in general nonanalytic at the origin, as it will depend on how \( k \to 0 \). As a consequence, every order \( n > 0 \) in the expansion (A13) corresponds to a power-law decay of the two-point function consistent at long distances with the behavior of a quadrupole field whenever the coefficients \( b^{(n)}_{A_k} \) are not all equal. Obviously, this cannot happen in the case where the dynamics has the symmetry of the lattice, for example, in one dimension, but there is another exception: We \textit{a priori} know from equilibrium theory that if the dynamics satisfies the condition of detailed balance, then all the terms in the expansion (A13) must be strictly local. This can also be understood from the formulation above. Detailed balance requires that given the potentials \( V_A^{(k)} \) and the numbers \( p_A^{(n-k)} \), \( k = 0, \ldots, n-1 \), there is a function \( K_A \) with \( K_A \to 0 \) as the diameter of \( A \) tends to infinity, such that, for all bonds \( (i,j) \),
\[
\sum_{k=0}^{n-1} \sum_{a,b} [p_A^{(n-k)}(i,j) - p_A^{(n-k)}(a,b)] V_{a,b}^{(k)} = K_{A} - K_{A\{i,j\}}.
\]  
(A18)

The solution is given by the next-order potential \( K_A = \phi^{(n)}_{A} \). From (A18) we can see that if \( p_A^{(n-k)}(i,j) = 0 \) whenever \( \text{diam}(A\{i,j\}) > R \), and \( V_A^{(k)} \equiv 0 \) whenever \( \text{diam} A > kR \), \( k = 0, \ldots, n-1 \), then \( V_A^{(k)} \equiv 0 \) whenever \( \text{diam} A > nR \), hence the strict locality of the expansion. Moreover, (A18), if combined with (A11), is responsible for the disappearance of the massless modes caused by the operator \( G \). A rather long but straightforward calculation shows that if we choose the rates according to (2.2),
\[
c(i,j;\sigma) = \Phi(\beta[H(\sigma^{IJ}) - H(\sigma)])
\]  
(A19)

with \( \Phi(z) = e^{-z}\Phi(-z) \), and \( H(\sigma) = -\sum_A J_A \sigma_A \) is a local Hamiltonian, then, from (A15) and (A16),
\[
\psi^{(n)}_A = \frac{1}{n!} \sum_{A_1, \ldots, A_n} \prod_{i=1}^n J_{A_i},
\]  
(A20)

and (A12)—with \( \gamma = \beta \)—simplifies to the usual equilibrium high-temperature expansion and converges for small enough \( \beta \).

**APPENDIX B**

In this appendix we discuss in more detail the computation done in Sec. IV for the driven diffusive system case following the Martin-Siggia-Rose (MSR) field-theory formalism.\(^{23}\) Our starting point is a general stochastic partial differential equation (SPDE) or Langevin equation of the form
\[
\frac{\partial}{\partial t} \phi_i(x) = K(\phi_i(x) + \xi_i(x)),
\]  
(B1)

where \( \xi_i(x) \) is usually a stochastic white-noise field; i.e.,
\[
\langle \xi_i(x) \rangle = 0,
\]  
(B2)

\[
\langle \xi_i(x) \xi_j(x') \rangle = \Gamma(x,x') \delta(t - t').
\]  
(B2)

The Langevin equation (B1) gives us the space-time behavior of a stochastic fluctuating field around its deterministic path. Then it is natural to translate the problem in terms of a path integral formalism where each possible trajectory of the field is weighted in an adequate way around its deterministic one. To carry out explicitly this point of view, we define a stochastic generating functional \( Z_\varphi \),
\[
Z_\varphi(\eta) = \exp \left[ \int dt \, d\eta(t) \phi_t(x) \right],
\]  
(B3)

where \( \phi_t(x) \) is a solution of (B1). From (B3) we can compute any correlation function using the identity
\[
\langle \phi_t_1(r_1), \ldots, \phi_t_n(r_n) \rangle = \frac{\delta}{\delta \eta_t(r_1)} \cdots \frac{\delta}{\delta \eta_t(r_n)} Z_\varphi(\eta)|_{\eta=0},
\]  
(B4)

and the truncated correlation functions following (4.10). Assuming the noise has a Gaussian distribution of zero average, it is possible to write \( Z(\eta) = \langle Z_\varphi(\eta) \rangle \) in terms of a functional integral as (4.11), where now

\[
L(\phi, \psi, \eta, \eta^*) = \int dt \, d\tau \left[ \int d\tau \psi_i(r_1) \Gamma(r_1, r_2) \psi_i(r_2) + \frac{1}{2} \frac{\delta}{\delta \phi_i(r_1)} K(\phi_i(r_1)) \right.
\]

\[
- \psi_i(r_1) \left[ \frac{\partial}{\partial t} \phi_i(r_1) - K(\phi_i(r_1)) \right] - \psi_i(r_1) \eta_t(r_1) \eta^*_i(r_1) - \psi_i(r_1) \eta_t(r_1) \psi_i(r_1) \right],
\]  
(B5)

where we introduced a new external field \( \eta^* \) coupled with the so-called MSR response field \( \psi \) (see Ref. 25 for more details). It is straightforward then to get \( L \) for the DDS in Sec. IV only by identification of the equations (4.1) and (4.2) with (B1) and (B2) and putting \( \eta^* = 0 \). To get insight from this field-theory formalism we need to achieve a perturbation expansion for small electric fields, i.e., around the equilibrium state. We can then decompose the Lagrangian as \( L = L_0 + \sigma_0 E L_1 \) and rewrite the partition function \( Z \) in the form
\[ Z(\eta, \eta^*) = \exp \left[ -\sigma_0 E L_i \left( \frac{\delta}{\delta \eta}, \frac{\delta}{\delta \eta^*} \right) \right] Z_0(\eta, \eta^*), \]  
\[ \text{(B6)} \]

where
\[ Z_0(\eta, \eta^*) = \int \delta \phi \delta \psi \exp[-L_0(\phi, \psi, \eta, \eta^*)]. \]  
\[ \text{(B7)} \]

Notice that the action of the electric field only appears in the operator in front of the unperturbed partition function \( Z_0 \). The perturbation scheme is naturally based on the expansion of the exponential operators for small \( E \). For practical purposes, instead of working in real space, i.e., \( (t, r) \), it is convenient to do it in Fourier space \((w, k)\), in which the expressions for \( L_1 \) and \( Z_0 \) are simply
\[ L_1(\hat{\phi}, \hat{\psi}) = \frac{1}{2} \int dw_1 dw_2 dk_1 dk_2 \frac{1}{(2\pi)^{d+2}} ik_{1,1} \hat{\phi}(w_1, k_1) \hat{\psi}(w_2, k_2) \hat{\phi}(-w_1 - w_2, -k_1 - k_2) \]  
\[ \text{(B8)} \]

and
\[ Z_0(\eta, \eta^*) = N \exp \left[ \int dw dk \frac{-1}{(2\pi)^d} \left( \frac{1}{2} \hat{\phi}(w, k) \hat{G}_{\phi, \phi}(w, k) \hat{\phi}(w, k) \hat{\eta}(-w, -k) + \hat{\psi}(w, k) \hat{G}_{\psi, \psi}(w, k) \hat{\psi}(w, k) \hat{\eta}^*(-w, -k) \right) \right], \]  
\[ \text{(B9)} \]

where \( N \) is a normalization factor, \( \hat{\phi}, \hat{\psi}, \hat{\eta}, \) and \( \hat{\eta}^* \), are the corresponding Fourier transforms of the fields \( \phi, \psi, \eta, \) and \( \eta^* \),
\[ \hat{G}_{\phi, \phi}(w, k) = \frac{2\Lambda k^2}{w^2 + \lambda^2 [\tau k^2 + (k^2)^2]}, \]  
\[ \text{(B10)} \]
\[ \hat{G}_{\psi, \psi}(w, k) = -i w + \lambda [\tau k^2 + (k^2)^2] \]  
\[ \text{(B11)} \]

are the free propagators of the model. It is now straightforward to get the expressions (4.12a) and (4.12b) for the structure function at zeroth and second order in \( E \). In particular, \( D(k^2) \) is explicitly given by
\[ D(k^2) = -\lambda^2 \int dq \frac{1}{(2\pi)^d} \frac{k^2(q - k)^2}{A(k) A(k - q)} \frac{1}{A(q) + A(k - q) + A(k - q)} \left( \frac{2q_k k^2}{k_q A(k) A(q)} \right), \]  
\[ \text{(B12)} \]

where \( A(x) = \lambda [\tau x^2 + (x^2)^2] \). Assuming \( \tau \to \infty \), it is possible to expand the expression of \( D \) in powers of \( 1/\tau \) and solve explicitly the integrals. The resulting expression for the leading term is given in (4.13). In particular, when \( k \to 0 \), we get
\[ D(x) \approx -\frac{\Lambda^2}{16x^2 \tau} \left( \frac{2}{\tau} \right)^{1/2} \left( 15 - 8x^2/3 + u^2 \right) + O \left( \frac{1}{\tau} \right), \]  
\[ \text{(B13a)} \]

for \( d = 1 \),
\[ D(x) \approx -\frac{\Lambda^2}{16x^2 \tau} \left[ 2 - (1 + 3C)u^2 - 3u^2 \log_{10}(u^2) \right] + O \left( \frac{1}{\tau} \right) \]  
\[ \text{(B13b)} \]

for \( d = 2 \), and
\[ D(x) \approx -\frac{\Lambda^2}{24x^2 \tau^3} \left( \frac{2}{\tau^3} \right)^{1/2} \left( 2\pi^{1/2}u^3 + \frac{55 - 31u^2}{16} \right) + O \left( \frac{1}{\tau} \right)^6 \]  
\[ \text{(B13c)} \]

for \( d = 3 \). Here \( u^2 = 3k^2\Lambda^{-2}/2 \), and \( C \) is Catalan's constant.

**APPENDIX C**

We collect here the formulas used in Sec. VI. The particle current is given by
\[ J_i(\rho(\cdots, y))(i_j) = R(\rho_i(i_1 + 2, y), \rho_i(i_1 + 1, y), \rho_i(i_1, y), \rho_i(i_1 - 1, y)) \]  
\[ - R(\rho_i(i_1 - 1, y), \rho_i(i_1, y), \rho_i(i_1 + 1, y), \rho_i(i_1 + 2, y)). \]  
\[ \text{(C1)} \]

\( R(\cdot) \) is the expected rate of a particle jumping to a nearest-neighbor site in the horizontal direction,
\[ R(\rho^{(1)}, \rho^{(2)}, \rho^{(3)}, \rho^{(4)}) = \langle \Phi(-4\beta[K_1 \eta(2,2)\eta(4,2) + K_1 \eta(3,2)\eta(1,2) + K_2 \eta(2,2)\eta(3,3) + K_2 \eta(3,2)\eta(2,3) + K_2 \eta(3,2)\eta(2,1)] + K_2 \eta(2,2)\eta(3,1) - K_1 \eta(3,2)\eta(4,2) - K_1 \eta(2,3)\eta(1,2) - K_2 \eta(2,3)\eta(3,1) - K_2 \eta(2,2)\eta(2,3) - K_2 \eta(2,2)\eta(2,1))\rangle_{\rho^{(1)}, \rho^{(2)}, \rho^{(3)}, \rho^{(4)}} \]  

with \( \langle \cdot \rangle_{\rho^{(1)}, \rho^{(2)}, \rho^{(3)}, \rho^{(4)}} \) the average with respect to the product measure having densities \( \langle \eta(k,l) \rangle_{\rho^{(1)}, \rho^{(2)}, \rho^{(3)}, \rho^{(4)}} = \rho^{(k)} \), \( k = 1,2,3,4 \), \( l = 1,2,3 \).

The linearized current and the “white noise” are
\[ j_1(\xi_t, \cdots, y_t)(i_t) = R_{14}(\rho, i_t + 2, y_t)\rho, (i_t + 1, y_t)\rho, (i_t, y_t)\rho, (i_t - 1, y_t) \right] [\xi_t(i_t + 2, y_t) - \xi_t(i_t - 1, y_t)] 
+ R_{23}(\rho, i_t + 2, y_t)\rho, (i_t + 1, y_t)\rho, (i_t, y_t)\rho, (i_t - 1, y_t) \right] [\xi_t(i_t + 1, y_t) - \xi_t(i_t, y_t)], \]

\[ R_{kl} = \left[ \frac{\partial}{\partial \rho^{(k)}} \right] R, \quad k, l = 1, 2, \ldots, 4. \]

The function \( R \) is defined in (6.6), and \( W(i_t, y_t) \) in (6.9) is a “white noise” with covariance
\[ \langle W(i_t, y_t)W(i_t', y_t') \rangle = 8(t - t') \left[ \delta_{i_t, i_t'} \frac{\partial^2}{\partial y_t \partial y_t'} [\rho, (i_t, y_t) \left[ 1 - \rho, (i_t, y_t) \right] \delta(y - y')] + 8\rho(\xi_t, y_t)\rho(\xi_t, y_t') \right] \]

and
\[ a(\rho, \cdots, r)(i_t) = R(\rho, i_t + 2, y_t)\rho, (i_t + 1, y_t)\rho, (i_t, y_t)\rho, (i_t - 1, y_t) 
+ R(\rho, i_t - 1, y_t)\rho, (i_t, y_t)\rho, (i_t + 1, y_t)\rho, (i_t + 2, y_t). \]

The Fourier transform of (6.17) is
\[ d_{\xi_t}(k_1, k_2) = \hat{W}(k_1, k_2, t) - k_2^2 \xi_t(k_1, k_2) - 2\xi_t(k_1, k_2) \left[ R_{23}(\rho) + [R_{14}(\rho) - R_{23}(\rho)] \cos k_1 \right] - R_{14}(\rho) \cos 2k_1, \]

where
\[ \left( \hat{W}(k_1, k_2, t) \right) = \delta(k - k') \delta(t - t') [k_2^2 \rho(1 - \rho) + 2R(\rho) \rho(1 - \cos k_1)], \]

with \( k = (k_1, k_2) \) in the strip \(-\pi \leq k_1 < \pi, -\infty < k_2 < \infty\), and we have used in (C8) \( R(\rho, \rho, \rho, \rho) \), etc., as short-hand notations.

The expression for (6.17) is
\[ F(\rho) = \rho^2(1 - \rho)^2 \left( 2[\Phi(B) - \Phi(-B)](\rho^2 + (1 - \rho)^2) + 3[\Phi(A) - \Phi(-A)](\rho^2 + (1 - \rho)^2) + 2\rho^2(1 - \rho)^2 \right) 
+ 8\Phi(A + B) - 8\Phi(-A - B) + 4\Phi(A - B) - 4\Phi(-A + B) + 2\Phi(2B) - 2\Phi(-2B) \]
\times \rho(1 - \rho)^2 \left[ 5\Phi(A + 2B) - 5\Phi(-A - 2B) + \Phi(A - 2B) - \Phi(-A + 2B) \right] \rho^2(1 - \rho)^2. \]
1968
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