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We derive simple relations between the structure function, grain distribution and system excess energy during the phase 
separation processes occurring in a variety of mixtures suddenly cooled inside the miscibility gap. This allows to relate 
experimental observations performed by different techniques, namely small-angle scattering, microscopy and calorimetry, 
over a wide range of times and concentrations including the occurrence of percolation. We discuss in particular the 
self-similarity or dynamical scaling property of the structure function and other facts in the light of the proposed relations. 
In particular, we find no evidence of a behavior with time R(t) ~ In(t) for the mean grain size in alloys, except perhaps at 
very late times when it seems a small correction to the predominant behavior R(t) ~ t 1/3. 

I. Introduction 

An old, yet unresolved problem [1] of statisti- 
cal mechanics in the exciting field of nonlinear 
phenomena far from equilibrium is the descrip- 
tion of the process of phase separation which 
undergo many mixtures suddenly cooled from a 
homogeneous state to a temperature  inside the 
miscibility gap [1-3]. The process, variously de- 
scribed as nucleation, spinodal decomposition, 
coarsening, Ostwald ripening and Smoluchowski 
coagulation, has also a great practical interest in 
metallurgy [4], surface science [5], and many 
other  branches of physics and chemistry [6]. It 
can be observed in alloys, liquid and glassy 
mixtures, protein solutions, etc; cf. Refs. 1-17 
for a bibliography. Those observations use scat- 
tering of X-rays, light or neutrons in order  to 
monitor  the structure function S ( k ,  t) at time t 
after quenching [9-17], electron or field ion mi- 
croscopy to determine the properties of the 
grains, droplets or clusters in the precipitate 
[18-21], and calorimetry to evaluate the excess 
energy during the evolution [22]. The process of 
phase separation can also be simulated in a 
computer  by using a lattice gas or binary alloy 
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model [23-26]. The computer  experiments re- 
vealed in particular [25, 26] that fundamental 
quantities such as S ( k ,  t)  remain self-similar dur- 
ing the system evolution towards equilibrium, a 
fact which has deserved recently a very detailed 
analysis, both theoretically [27-33, 8] and ex- 
perimentally [9-21]. 

We investigate in this paper  the relation be- 
tween structure function, grain or cluster distri- 
bution and system excess energy during the re- 
laxation of the system, thus extending a unifying 
idea already present in previous work, particu- 
larly in refs. 8, 29, 33 and 34. The relation 
worked out here should be useful to correlate 
experimental observations by different tech- 
niques, even in the occurrence of percolation, 
i.e. when one of the species concentration is 
large enough so that a (percolation) network 
extends throughout the whole system. We also 
discuss the self-similarity property in the light of 
that relation and conclude about the mechanisms 
driving the phase separation during the observ- 
able time regime. 

The discussion can be made more precise by 
referring it to the lattice-gas version of the fer- 
romagnetic Ising model [35] where the sites, 
i = 1 . . . .  , N, of a regular (say, simple cubic, 
N = L 3) lattice are either occupied by a particle 
(n t = 1) or empty (n I = 0 ) ,  two particles at 
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nearest-neighbor locations contributing an ener- 
gy - 4 J ,  J > 0. The consideration of this model 
also allows here the use of good quality "da ta" ,  
which were obtained numerically elsewhere 
[26, 36], to test the validity of our results. It 
seems safe enough to suppose that our results 
should also hold in principle for more realistic 
systems including some ideal materials, as fol- 
lows for instance from the detailed comparisons 
performed in refs. 8 and 33. In any case they are 
expected to clarify the behavior of the kinetic 
lattice gas model,  and we also compare our 
predictions with some experimental data corre- 
sponding to real materials. 

2. Cluster evolution and energy 

In the lattice-gas model,  a cluster may be 
defined as a maximal set of connected particles, 
i.e. sites with n 1 = 1 related by nearest neighbor 
bonds. The size of a given cluster, m, is then 
defined as the number  of particles belonging to 
it, and the energy, S, as the number  of part ic le-  
hole bonds (including both, surface and interior 
ones) incident on the cluster. We shall refer also 
to Sm, the average value of S over all clusters of 
size m, and to Cm, the probability for the occur- 
rence of a cluster of size m in the system; C ( m ,  t) 
will denote C m at time t. 

An interesting qualitative feature of C ( m ,  t) is 
that, after a short initial time following the quen- 
ch, the cluster distribution splits into two parts 
with no clusters of intermediate sizes present in 
the system. That  is, one observes [36-39] a "gas 
phase" including monomers,  dimers, etc., a "liq- 
uid phase" which consists of rather  large clus- 
ters, say r n >  m o and a well-defined gap at 
intermediate values of m; moreover ,  the gas 
phase remains quasi-stationary after that trans- 
ient time [38,39]. The cluster distribution at 
equilibrium, i.e. the limit of C ( m ,  t) as t---~ ~, is 
described elsewhere [40, 41] for some represen- 
tative values of T, the system temperature ,  and 

P, 
oo 

p = ~ m C ( m ,  t ) ,  (2.1) 
m = l  

the system density which remains constant dur- 
ing the evolution. We shall at tempt here,  in 
particular, to relate the evolution with time of 
C(m,  t) to that of other  relevant magnitudes in 
the system. 

The behavior of S m with m at equilibrium only 
depends on temperature;  it can be worked out 
either exactly or very precisely for the three- 
dimensional Ising model in the case of small 
values of m, say for m ~< 20 [41-43]. Those S m 
values are seen to follow approximately a simple 
power law, S m = So ma, here one may neglect in 
practice the dependence of or on T; on this 
assumption, o- is halfway [40] between the values 
o - = 2 / 3 ,  corresponding to compact spherical 
clusters, and o-= 1, characterising a rather linear 
association. As m increases to larger values, 
however,  the surface becomes less dominant 
and one should expect S m - m  2/3, m--->~ at 
low temperatures.  That  is, a convenient 
phenomenological description which is also very 
accurate, the accuracy increasing as T is lowered, 
is 

[ So m'~ 
S m = ~Som~-2/3m 2/3 

m ~< me,  (2.2a) 

m/> me.  (2.2b) 

Table I lists some representative values for the 
parameters in this equation obtained numerically 
for the three-dimensional lattice-gas model. Note 
that the exact value for rn c and the fact that eq. 
(2.2) implies a too sharp transition from tr > 2 /3  
to or = 2 /3  are rather irrelevant here given that,  
as mentioned before,  C ( m ,  t) is zero or neglig- 
ible at intermediate values of m. 

A very simple application of the above facts 
follows by considering the relation 

Table I 
Representative values of the parameters 
for eq. (2.2) in the case of the three- 
dimensional lattice-gas model 

T~ T S o cr m c 

0.59 5.50 0.844 ~ 50 
0.78 5.60 0.860 ~ 90 
0.89 6.02 0.870 --150 
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Fig. 1. Evolution with time, in Monte Carlo units, of the 
system energy measured as the number of particle-hole 
bonds per lattice site in the case of the three-dimensional 
lattice-gas model. The circles represent the direct result from 
a simulation at p=0 .10  and T/TG=0.6; the lines follow 
from eqs. (2.3) and (2.2) with the parameters in table I. The 
inset shows the details at early times. 

u(t) = ~ C(m, t)Sm , (2.3) 
r n  

where u(t) represents the system energy mea- 
sured as the number of (particle-hole) bonds per 
lattice site. Eq. (2.3) involves the assumption 
that the distribution of energies is practically 
time independent and equals the equilibrium 
distribution S m. The use of numerical data for 
C(m, t) and the expression (2.2) for S,, in eq. 
(2.3) produce an excellent agreement with the 
temporal behavior of the energy in the case of 
the lattice-gas model for T = 0 . 6 T c ,  p =0.01 
(see fig.l). The agreement is also very good for 
other phase points; sometimes one observes 
slight discrepancies for very initial times, but this 
seems just to reveal that C(m, t) has no gap at 
intermediate values of m for those times so that 
the sharp changeover contained in eq. (2.2) is 
then a bad approximation to the actual, smooth 
situation. 

In addition to eq. (2.3) it is also possible to 
write a useful relation between u(t) and the 
structure function; this will be discussed in sec- 
tion 5, 

3, Structure function and cluster properties 

The structure function may be defined here as 
the ensemble average of 

S(k, t) = N - I [ ~  exp(i k . r j )n ( r i ,  012 , (3.1) 
) 

where N = L 3 is the size of the system, n(ri) =-- 
n/where  i runs over the N sites of a simple cubic 
lattice, and the wave vector k = (2~'/L)/L, /.t  = 
O, + 1, . . . ,  +_ L /2 ,  (a = 1 ,2 ,3) ,  is in the first 
Brillouin zone. This is essentially the Fourier 
transform of the correlation function: 

G(r, t) = N -1 ~ n(r', t)n(r' + r, t) ,  (3.2) 
r '  

which may also be written as 

G(r, t) = ~ mC(m,  t)g(m, r) . (3.3) 
m 

Here g(m, r) represents the (conditional) prob- 
ability of having a particle at a distance r apart 
from the origin (i.e. n(r)= 1) when the origin 
(r = 0) belongs to an m-particle cluster. It then 
follows 

S(k, t) = ~ mC(m,  t)~,(m, k) , (3.4) 
m 

where 

~(m,k) Z ik-,, , = e lg tm,  r ) -  p] ; (3.5) 
r 

p is the system density defined as the mean 
values of n i in the system or, equivalently, as in 
eq. (2.1). 

The function g(m, r) (we are assuming an av- 
erage over space directions consequently with 
the expected system isotropy) satisfies the prop- 
erties: 

g(m, r = 0) = 1, g(m, r = oo) = p (3.6) 

and, in the continuum limit, 

f dr [g(m, r) - p] = O: (3.7) 
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moreover ,  one also has 

am 
g(m, 1) = 1 6m ' (3.8) 

where Sm/6m is the mean number of part icle-  
hole bonds per particle and space direction in the 
case of m-particle clusters. The conditions (3 .6) -  
(3.8), however,  cannot determine g(m, r) com- 
pletely. Fig. 2 depicts some simple assumptions 
on the behavior of g(m, r) with r. The  simplest 
one [34] assumes that g(m, r) has a constant 
value for r < r l (m ) = (3m/4rr) 1/3, corresponding 
to a spherical cluster of radius r l ,  centered at the 
origin, and a different constant value, p, for 
r > rz(m )-= (3m/47rp) 1/3 while g(m, r) = 0 for 
r~ < r < r 2. This "deplet ion zone"  and the sharp 
transition at r I and r 2 are expected to represent 
rather unrealistically a mean behavior. Indeed,  
Binder et al. [34] showed how this assumption 
reproduces some interesting qualitative features 
of S(k, t) but it failed to account for some other  
important  facts; we shall come to this point later 
on. The actual g(m, r) as defined in eq. (3.3) 
involves an average over cluster shapes implying 
a smooth behavior with r, e.g. the depletion 
zone should rather  show up as a smooth 
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Fig. 2. The function g(m, r), conditional probability of pres- 
ence of a particle at a distance r from the origin when the 
origin belongs to an m-particle cluster. The solid line is our 
assumption (3,9), with the parameters computed as ex- 
plained in the main text, for different values of m, as 
indicated. The dashed line is the assumption in ref. 34 for 
m = 2 .  

minimun of g(m, r) and this should have a con- 
tinuous first derivate. A very simple assumption 
motivated by the above facts and by the work in 
ref. 34 is 

g(m, r) = exp(-r / r l ) [A+ (1 - p -A)cos(r /r2)  ] 

+ p ,  (3.9) 

where r l ,  r z and A depend on m. 
The parameters in eq. (3.9) can be determined 

from the above conditions. For  instance, the sum 
rule (3.7) requires 

A a4(a z - 3) 

A +  P - 1 (1 + a2 )  3 

r2(m) 
a = a(m) =-- r l (m ) . 

(3.10) 

On the other hand, r2(m ) may be interpreted as 
measuring the mean radius of m-particle clusters 
(see fig. 2 and tables II), which is also related to 
rx(m ). When m--+% we may expand eq. (3.9) in 
powers o f  (rl)  -1 a n d  (r2) -I  for r = 1 and, after 
using properties (3.8) and (2.2), it follows 

q(m) = [ 6 (1 :_ 0 )  ] ml/3 m---+ oo,  
k Som ~ J 

t z \o'-2/3 mc =-=-tm~) . This suggests to consider 

(3.11) 

rl(m ) = ( a  1 + b l m )  1/3 (3.12) 

even for smaller values of m than in eq. (3.11). 
The constant b 1 is determined by the limit condi- 
tion (3.11) as b I =[6(1-p)/Som'c] 3, while a a 
follows from the fact that g(1, 1) = 0 which is in 
turn implied by eq. (3.8) and S 1 = 6 (coordina- 
tion number of the simple cubic lattice), for 
instance. Moreover ,  one also knows that g(m, r) 
is positively defined and that Og(1, r)/Or equals 
zero at r = 1: these two conditions allow the 
computation of q ( i )  and r2(1 ). 

Now, one may at tempt a consistent estimation 
of the parameters in eq. (3.9), leaving only one 
adjustable parameter  free. To this end, we as- 
sume that the "mean  radius" r2(m ) behaves as 
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Table II 
comparison with kl(t  ) , Values of the parameter  r* =- rl(m* ) as a function of time as defined in eq. (3.17), and its . . -1 the invers of 

the first moment  (with a cut-off; see ref. 26) of the structure function, in the case of a Monte  Carlo simulation at T =  0.6Tc, 
. 1 / 3  . p = 0.20, i.e. in the presence of  percolation. That proves that r~ (and also r~-~ r2(m* ), since r2 = a r~) is proportional to 

ka(t) -~ as expected, see the text. 

t: 108 572 1061 1588 2130 2972 3423 3897 
r~(t): 1.577 2.158 2.431 2.586 2.742 2.941 3.068 3.198 
kl(t)r~(t): 1.43 1.50 1.51 1.51 1.51 1.52 1.52 1.52 

rz(m ) = (a 2 + b2m) 1/3 , (3.13) 

a condition which should indeed hold for large 
enough values of m. The constant a 2 can then be 
related immediately to r:(1) as estimated before, 
and a - (bE~b1) 1/3 can be chosen as the only free 
parameter in the description. Given that one also 
has t~ =lim(r2 /r l )  as m-- -~  and that r l (m  ) and 
r2(m ) both have a geometrical meaning, we ex- 
pect that a will be independent of density and 
temperature. Finally, the condition that S(k ,  t) 
in eq. (3.4) should be positively defined, more 
specifically asking that OS(k, t ) /Ok  >I 0 at k = 0, 
restricts the possible values of a to the range 
1.165 ~ (5 + X / ~ ) 1 / 2 / 3  ~< a ~< V ~  ~- 1.73. 

The Fourier transform (3.5) can be written in 
the continuum limit as 

~(m, k) = 4"rrk -1  f dr  r s in(kr)[g(m,  r) - p] 
0 

(3.14) 

after performing the angular integrations. The 
only integral appearing here can also be per- 
formed when substituting eq. (3.9) for g(m,  r) 
giving 

87rA (1 - p - A)r32 
~(m,  k)  = r l (k  2 + ?.12)2 + 4zr kr 1 

kr 2 + 1 kr z - 1 ] 

[(1,r2+ 1)2+ 212  + [(1,r2--1~+ , 1 2  • 

(3.15) 

On the other hand, using the expression by 
Binder et al. [34] for g(m,  r) in eq. (3.14) one 
would find instead 

~(rn, k)  = 4~rk-3[d(k,  rl) - -  pa(k ,  rE) ] , (3.16a) 

where 

d(k, ri) = sin(kri) - k r  i cos(kri) (3.16b) 

and r I and r 2 differ from the ones in eq. (3.15). 
The expressions (3.15) and (3.16) for ~(m, k) 
may be used in eq. (3.4) to obtain specific 
predictions for S(k ,  t). In fig. 3 we compare the 
results following from those two assumptions 
with some Monte Carlo data for the lattice-gas 
model in the case T = 0.6T c and p = 0.05. While 
the assumption (3.16) leads to a systematic de- 
viation from the data and produces negative 
values for S(k,  t) for large values of k, our 
expression (3.15) produces a good description; 

200-5(k,  t )  

I00 
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0 

\ \  

i [ i 
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I 
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k 

Fig. 3. Development  of  t h e  structure function S(k, t) with 
time. The solid lines correspond to our predictions in section 
3 at times (from top to bottom): t =  13976, t =  6012 and 
t = 5 1 5  in the ease T/Tc=0.59 and p =0.05.  The symbols 
represent  Monte Carlo data for the same values of the time, 
temperature and density. The dashed line corresponds to the 
assumption (3.16) for t = 6012. 
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indeed the small discrepancies one observes 
around the peak in this case may be interpreted 
as due to a fluctuation of the data which corre- 
spond to a single evolution and are thus severely 
affected by the finite size of the system [26, 8]. 
The situation for larger densities is similar, 
though the assumption (3.15) seems to provide 
better a description the lower the density is. This 
reflects the fact that eqs. (3.12) and (3.13) are 
too simple to describe increasing densities be- 
cause the cluster shapes then become more and 
more difficult. That is, we believe that eq. (3.15) 
only needs to be completed with a more detailed 
estimation of rl(m ) and r2(m ) to provide an 
excellent prediction of S(k, t), even for large 
values of p. 

As a matter of fact, we shall show in the rest 
of this section, and in the next one, how one may 
obtain more pieces of useful information from 
the description above. To that end we shall 
attempt the computation of S(k, t) on the as- 
sumption (3.9) in the case T =  0.6Tc, 0 = 0.20, 
where most of the particles in the system belong 
to a single, percolating cluster and eqs. (3.12)- 
(3.13) are definitely inadequate. One may write 
in this case 

S(k, t) = ~ mC(m, t)~,(m, k) 
m<m c 

lO0 

+ m*C(m*, t)fi,(m*, k ) ,  (3.17) 

S (k ,  t )  

0~ 1 2 
h 

Fig. 4. Same as in fig. 3 for T/T¢=0.59, p =0.2, t=3897, 
1061 and 108; after using eq. (3.17) as described in the main 
text. 

where m* represents the size of the percolating 
cluster, and consider rl(m* ) and r2(m* ) as two 
adjustable parameters while still requiring 
r2(m,) = 1 / 3  z . \  a rltm ); that is, rE(m* ) and a (in 
the range mentioned before) are now left free to 
adjust the Monte Carlo data. The resulting val- 
ues for rE(m* ) are then proportional to (kl) -1, 
the inverse of the first moment of the structure 
function as reported in ref. 26, thus confirming 
the consistency of the description (see table II). 
Fig. 4 depicts the temporal evolution of S(k, t) as 
obtained from eq. (3.17). 

4. Self-similarity of the structure function 

The self-similarity or dynamical scaling prop- 
erty of the structure function reads [25, 26] 

S(k, t) = ks(t)-3F(k/k~(t)) , (4.1) 

where F(x) is some universal function and ks(t ) 
is a time-dependent scaling parameter related to 
some relevant physical length in the system such 
as the mean duster radius, the location of the 
peak or the first moment of S(k, t) etc. [8]. It is 
then possible to show that the assumption (3.9) 
is also consistent with the property eq. (4.1) 
which was previously demonstrated to hold for 
Monte Carlo data as well as for experimental 
data, and in the case of different interpretations 
for (ks) -1 [8, 26]. 

The simplest demonstration of this fact is by 
using the graphical method proposed by Fratzl et 
al. [8]. This consists in making plots of In 
[S(k, t)] versus In(k) to determine two scaling 
parameters, one for each axis. Fig. 5 was pre- 
pared by applying this method to the function 
(3.4) and (3.15) with the parameters estimated 
as described in section 3; a similar result follows 
from eqs. (3.4) and (3.17) in the case of larger 
values of p. The figure clearly indicates that the 
property (4.1) is indeed contained in our formal- 
ism. Interesting enough, the resulting function 
F(x) is consistent with Porod's law, namely 
F -1 - -x  4, as shown by fig. 6, and the scaling 
parameter for the largest density, p = 0.20, is 
proportional to r2(m* ) which is in turn propor- 
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x : k / k , o ,  ( t )  

Fig. 5. The dynamical scaling function F(x), as obtained from 
eqs. (3.4), (3.15) and (3.17) by following the graphical 
method described in ref. 8 in the case T/T  c = 0.59, p = 0.10. 

tional to (kl) -1 (see table II). It seems notice- 
able the fact that dynamical scaling holds the 
same at low densities (e.g. p = 0.05) as in the 
presence of strong percolation effects (as for 
p = 0.20) indicating that our approach suffers no 
fundamental limitations in that sense. 

The fact that dynamical scaling is included in 
our formalism can be understood by noticing 
that one may write from eqs. (3.4) and (2.1), 

.n=q 

5 -L r , (1 /F  iX 

4 - 

3 

2 

1 - # d ~ /  

, ~ r '  - , ~ v ~  I I 

O0 1 2 

L.(X) 
Fig. 6. The prediction for F(x) in fig. 5 i~ plotted here to 
show the validity of  Porod 's  law, F - 1 ~  x ~. 

S(k, t) = ~(rh, k) ~ mC(m, t) = p~(rfi, k) , 
m 

(4.2) 

where th is some value of m which, presumably, 
is near the maximum of the function m .  C(m, t), 
i.e. near the mean cluster size. Thus, assuming 
~(th, k) is given by eq. (3.15), we may write 

S(k, t) = rz(rh )3F[kr2Qh )] , (4.3) 

where 

2 
F(x) : 41rpA(th)a(rh) (x 2 + a(th)z)2 

(1 + a(th)2) 3 1 
+ 

(3 - a(rh)2)a(rh) 4 x 

x + l  
x [(x + 1) 2 + a(th)2] 2 

x i ]} 
+ [(x - 1~ ~ a(rh)Z] 2 

(4.4) 

and a(th) is defined as in eq. (3.10). The result 
(4.3)-(4.4) with a scaling parameter associated 
with the mean radius of the cluster maximizing 
the function mC(m, t), agrees qualitatively with 
(4.1). The agreement of eq. (4.4), where there is 
no adjustable parameter, with data should only 
be expected qualitative in general given that, as 
discussed before, this description is too simple to 
incorporate every quantitative detail of phase 
separation. In any case, the above discussion 
reveals how a better knowledge of C(m, t) in 
different systems could lead to an explicit evalua- 
tion of the universal function F(x) within the 
present framework. 

5. System energy and structure function 

The energy, measured as the number of par- 
ticle-hole bonds per lattice site, can be related 
to the structure function [27, 33], for instance, as 

Au(t) = 2(p - P c ) ( P  + Pc - 1)  

× [N-1X j(k)Sl(k, ,)- j(o)], 
k 
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where A u ( t ) =  u ( t ) -  u(oo) is the excess energy, 
Sl(k ,  t) represents the part of the structure func- 
tion which is associated to the liquid phase [26] 
(this equals S(k ,  t) in practice when the tempera- 
ture is low enough, e.g. at 0.6Tc, excluding very 
early times), and Pc is the system density at the 
coexistence line, and j ( k )  = cos(kx)+ cos(ky)  + 
cos(kz), j ( 0 ) =  3, for nearest-neighbors interac- 
tions. After sphericalization one may simply 
write 

27r 

E ](k)al(k, t ) -  3N f k 1~--'~ 2 dk k sin k S l ( k  , t) , 
0 ( 5 . 2 )  

where the fact was used that S l (k ,  t) is typically 
negligible for k >~27r after a very short initial 
time. Moreover, the self-similarity property (4.1) 
may also be written as S l (k ,  t) = J c ( t ) F ( x ) ,  x = 
k R 6 ( t ) ,  t > ts, where R c ( t  ) is the scaling length 
obtained by following the Guinier method de- 
scribed in ref. 8. The substitution of this ansatz 
and eq. (5.2) in eq. (5.1) gives 

Au( t )  = 6(p - pc)(1 - p - Pc) 
2"rrRG(t ) 

×[1 R 2 ( t  )J~(t) of d x x  sin (~-~) F((x5).! ) ~  . 

The facts that F(x)  decreases very sharply for 
x > l ,  that RG(t)--->const × L with L the linear 
dimension of the system and Au(t)-->O as t---> ~, 
and that J 6 ( t ) / R 6 ( t )  3 oc N ( p  - p( t ) ) ,  where p( t )  
represents the density of the gaseous phase at 
time t, allows one to simply write 

Au( t )  = 6(1 -- p - pc ) (P ( t )  -- Pc) (5.4) 

which can be seen [33] to have the scaling form 

Au( t )  = otf(/3-1t) , (5.5) 

where a and /3 are density- and temperature- 
dependent parameters. 

The results (5.4) and (5.5) were already seen 
to hold in the case of Monte Carlo [33] and 
microcalorimetric [22] experiments. Of course, a 
crucial point here is the specific time dependence 

in eqs. (5.4) and (5.5) [44]. A previous analysis 
[33] showed that all available experimental data, 
obtained either from microcalorimetric or nu- 
merical (Monte Carlo) experiments, strongly 
suggest that Au( t )  -1 evolves at all times as a 
competition between two power laws, namely 
t 2/6 (as in the theory of Smoluchowski coagula- 
tion based on effective cluster diffusion [27]) and 
t 1/3 (as in the Ostwald ripening or Lifshitz- 
Slyozov monatomic diffusion [1]). That is, there 
is no time regime where the evolution is a con- 
sequence of either one or the other mechanism; 
instead one observes [33] two well-defined re- 
gimes: the initial one can be described as a 
combination of t 1/6 and t ~/3 - t h e  former power 
law being relatively more important than the 
la t te r -  and there is then a sharp transition to a 
second regime where the t 1/3 power law has a 
relative predominance. We performed a new 
analysis of the data for both real and model 
alloys looking for the behavior bin( t )  at late 
times which is predicted by a renormalization 
group approach [31] and found that it seems 
rather irrelevant, for the behavior of both 
Au( t )  -1 and (kl) -1, as compared to the behavior 
t a/3. Thus, it seems that the conclusions in ref. 33 
remain essentially unchanged for the observation 
times covered by the experiments (which are 
rather large when measured in the proper units 
[33]). The only evidence we find in favor of 
R(t )  ~ In(t) is that the analysis of the data for 
very large times on the assumption that 
Au(t)  -~ ~ a t  ~/3 +/3 • In(t) seems to indicate that 
the last term represents a small correction to the 
predominant behavior ~ t  1/3 in the case of deep 
quenches. In any case, this correction is rather 
unimportant in practice as we also observe that 
the maximum of the structure function, 
S(kmax(t),  t), follows very accurately a linear be- 
havior with t. 

5. Conclusions 

The evolution with time of the structure func- 
tion S(k ,  t), cluster distribution C(m,  t) and sys- 
tem energy u(t)  reveals some of the most impor- 
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tant features of phase separation in a quenched 
mixture. We investigate in this paper the relation 
between these magnitudes, thus connecting their 
properties in a way which should in principle be 
useful in the analysis of the experimental data 
obtained by different techniques, such as small- 
angle scattering, microscopy and calorimetry, 
and for the development of theory. 

More specifically, we showed explicity (fig. 1) 
that it follows the behavior of u(t) in agreement 
with Monte Carlo data by combining the known 
data for C(m, t) via eq. (2.3). The behavior of 
S(k, t) can also be obtained from that for C(m, t) 
by introducing the function g(m, r) as defined in 
eq. (3.3). 

With that aim we introduced the assumption 
(3.9) (fig. 2) for g(m, r) and computed consis- 
tently the corresponding parameters for small 
values of the system density p under the hypo- 
thesis (3.12)-(3.13); this leaves just one adjust- 
able parameter, a =-(b2/bl) 1/3, which can only 
vary within a narrow range, 1.17~<a~<1.73. 
Eq. (3.15) then follows producing very good 
estimates for S(k, t) at low p (fig. 3). When p is 
large enough, the system undergoes percolation; 
eq. (3.9) remains valid while one needs to re- 
move (3.12)-(3.13) in this case. Yet, one may 
obtain S(k, t) in reasonable agreement with the 
Monte Carlo data (fig. 4) by treating separately 
the large, "infinite" cluster of mean size m* as in 
eq. (3.17); one has r2(m* ) = al/arl(m *) where 
r2(m* ) and t~ (the latter within the range men- 
tioned above) are adjustable parameters. The 
resulting value of r2(m* ) as a function of time is 
proportional (table II) to kl(t) -1, the inverse of 
the first moment of S(k, t) as obtained from 
Monte Carlo data, revealing it has an actual 
physical relevance as a measure of the mean 
cluster radius. 

We also show that the self-similarity or 
dynamical scaling property of S(k, t) is contained 
(figs. 5 and 6) in our formalism, i.e. it is consis- 
tent with the simple assumption (3.9), and give 
and explicit expression for the'corresponding 
scaling function F(x), eq. (4.4); this contains 
Porod's law F(x)-I ~ x 4 for large values of x. 

For completeness, we rederive some fun- 

damental scaling properties, eqs. (5.4) and (5.5), 
for the evolution with time of the excess energy 
u(t) which are implied by the properties of 
S(k, t), F(x) and C(m, t) [33]. This allows to 
relate experimental (microcalometric) and Monte 
Carlo data to each other, i.e. they all lie on a 
single curve when one scales appropriately the 
corresponding units for u and t [22, 33]. By 
performing such a global analysis of most avail- 
able data for Au corresponding to real and 
model alloys, it follows that the system relaxa- 
tion may be described quite consistently assum- 
ing there are two well-defined regimes, both 
involving a competition between l 1/6 (effective 
cluster diffusion) and t 1/3 (monatomic diffusion) 
power laws. It is observed during the initial 
regime that I 1/6 dominates while t 1/3 is an impor- 
tant correction; during the final regime, on the 
contrary, the evolution proceeds according to t 1/3 

slightly modified by l 1/6. The separation between 
those two regimes is rather sharp, the transition 
time depends on p and T, and it occurs sooner 
the deeper the quench is. We performed a simi- 
lar analysis looking for some evidence of a be- 
havior --In(t), as predicted in ref. 31; we only 
found a weak evidence that it might be a small 
correction to the behavior t 1/3 in the case of deep 
quenches at very late values of the time. 

Finally, we also notice that a part of our 
analysis in this paper heavily rests upon the 
knowledge of C(m, t). This results in the fact 
that the present description of phase separation 
can easily incorporate kinetic equations for 
C(m, t). For instance, the equations developed 
in refs. 38 and 39 for the time evolution of 
C(m, t) may be combined with eqs. (3.4) and 
(3.15) to obtain the evolution of S(k, t) as the 
system relaxes towards equilibrium. The numeri- 
cal treatment of those equations, which provides 
a very accurate description of C(m, t) at low 
densities, requires however a large amount of 
computer time [39]. As a consequence, in order 
to obtain in practice the behavior of S(k, t) from 
the kinetic equations for the cluster distribution, 
one needs simpler kinetic equations and more 
economical methods of solution than before; this 
problem is investigated elsewhere [45]. 
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